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1. INTRODUCTION 

The growing interest in renewable energy sources is 
requesting advances on several disciplines in order to reduce 
technological barriers and improve energy conversion efficiency. 
One of the mainstream technologies is wind power. It is well 
evident that the worldwide installed capacity of wind energy 
assets is growing exponentially since early 2000's. On the one 
hand, this sector is grabbing the attention of many industries and 
research groups, on the other hand, it is going through increasing 
regulations. In fact, one of the critical aspects of wind turbines is 
noise pollution. In order to mitigate wind turbine blade noise, the 
identification of location and strength of aeroacoustic noise 
sources is mandatory. This knowledge makes it possible to 
improve blade profiles and design effective aerodynamic 

appendages, such as trailing-edge serrations. In this work, 
acoustic imaging techniques, based on microphone arrays [1], 
have been used to characterise a scale single-blade rotor, installed 
in a semi-anechoic chamber, in different operating conditions. 
The requirements of a mapping technique for this application 
are: 

• the ability to deal with rotating sources; 

• sufficient spatial resolution with respect to the model size 
to distinguish different sources on the blade; 

• sufficient dynamic range to identify also weak sources 
with respect to the strongest one. 

A first classification of acoustic imaging methods can be done 
distinguishing time domain and frequency domain approaches. 
Time domain approaches [2] are typically used for selectively 
shaping and steering the directivity of the array (e.g., directive-
microphone like behaviour). These methods can be used when 
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the sources of interest are time-variant, both in terms of position 
and emitted noise. [3]. Frequency domain approaches are more 
used for characterizing the acoustic sources in terms of location 
and strength. Most of frequency domain techniques make use of 
the Cross-Spectral Matrix (CSM) estimation from microphone 
signals as input data. Therefore, the effect of incoherent 
background noise on acoustic maps can be attenuated by means 
of the averaging process, moreover, some methods can handle 
the removal of the CSM main diagonal to neglect the 
contribution of incoherent noise across all the array microphones 
(e.g., wind noise). Conventional Beamforming (CB) [1] is the 
most widespread frequency domain mapping technique due to 
its robustness and low computational cost. However, it suffers 
of some limitations in terms of dynamic range and spatial 
resolution. In literature [1][4], several advanced frequency 
domain mapping techniques are available that go beyond CB 
limitations and make it possible also the quantification of the 
noise source.  

Advanced frequency domain mapping techniques are 
generally preferred to time domain approaches in aeroacoustic 
applications since they generate acoustic maps with high 
dynamics and fine spatial resolution [4].  

In frequency domain, three categories of mapping techniques 
can be identified depending on how the Region of Interest (ROI) 
is mapped using pressure data at microphones, i.e., how the 
inverse operator is defined: beamforming, deconvolution, and 
inverse methods. The basics of different approaches for defining 
inverse operators is provided in the next section, while the 
detailed review is provided by Leclère et al. [5].  

Among beamforming techniques, it is worth noticing 
Functional Beamforming [6], that is a variant of CB. This simple 
method enhances performance and flexibility of CB in terms of 
resolution and dynamics of maps. However, it is not compatible 
with the diagonal removal, therefore, it is not very effective in 
presence of a relevant background noise.  

One of the most recognised deconvolution methods is 
DAMAS (Deconvolution Approach for the Mapping of 
Acoustic Sources) [7]. This method aims at retrieving actual 
source distribution that generated the CB map by solving an 
inverse problem. The results achievable with DAMAS are 
generally suitable for all demanding applications, however, the 
computational effort is quite high, since it requires the calculation 
of the array Point Spread Function (PSF), for all candidate 
sources in the ROI, and finding a solution of an inverse problem. 

The deconvolution method named CLEAN-SC (CLEAN 
based on Source Coherence) [8] is currently the state of the art 
as aeroacoustic applications are concerned, since it has a low 
computational cost (just slightly higher than CB) and it is very 
effective in generating maps with high dynamics. The main 
drawback of CLEAN-SC is the spatial resolution in separating 
sources close together, since it has the same limitations of CB. 

Lastly, inverse methods such as Generalized Inverse 
Beamforming [9], Bayesian Approach to sound source 
reconstruction [21], Equivalent Source Method [10] and 
Covariance Matrix Fitting (CMF) [11] aims at retrieving the 
complete source map at once, thus being capable of accounting 
for interaction between sources. However, dealing with under-
determined and ill-posed problems, they require reliable 
regularization techniques (e.g. Empirical Bayesian Regularization 
[12]). 

The application of frequency domain approaches requires a 
stationary acoustic field that is not the case of a rotating source 
viewed by a static array. The Virtual Rotating Array (VRA) 

approach [13] has been adopted in this work to fulfil the 
requirement of a static source field and enable the application of 
any frequency domain mapping technique. 

Three methods have been chosen for this test case: CB as 
baseline, CLEAN-SC since it is a reference technique for 
aeroacoustic source mapping and CMF based on Iterative Re-
weighted Least Squares and Bayesian approach (CMF-IRLS) 
[14]. A comparison between results obtained with frequency 
domain techniques is performed. Finally, the characterisation of 
the wind turbine blade model at different operating speed with 
CMF-IRLS is provided. 

2. THEORETICAL BACKGROUNDS OF ACOUSTIC SOURCE 
MAPPING 

The direct and the inverse acoustic problem formulation can 
be described as a linear problem, as frequency domain 

approaches are concerned. Consider a set of 𝑁 elementary 
sources (monopoles, dipoles etc.) whose complex coefficients 

are collected in the vector 𝒒, and a set of 𝑀 receiver locations 
where the acoustic pressure is evaluated and collected in the 

complex vector 𝒑. The discrete acoustic propagator 𝑮 is a 

complex 𝑀-by-𝑁 matrix that encodes the amplitude and phase 
relationships between the sources and the receivers, for a given 
frequency. The direct acoustic problem regards the calculation of 
pressures at receiver location (effects), given the source strengths 
(causes) and the acoustic propagator: 

𝑮 𝒒 = 𝒑 . (1) 

This is a mathematically well determined problem with a unique 
solution. Conversely, the calculation of source strengths (causes) 

from observed pressures (effects), for given 𝑮, represents the 
inverse acoustic problem. Solving this problem is not trivial, due 
to its ill-posed nature. In fact, the existence, the uniqueness, and 
the stability of the solution are not guaranteed [15]. The solution 
of inverse problems can be expressed as: 

𝒒̂ = 𝑯 𝒑 , (2) 

where, 𝑯 is the inverse operator, that can assume different forms 
depending on the chosen approach. It is then clear that the 

source strengths 𝒒̂(𝑯) can be only estimated. Moreover, this 
estimation strongly depends on a priori assumptions made with 

respect to the acoustic propagator and the pressure data 𝒑 
measured. Both direct and inverse problems can also be written 
in their quadratic form: 

𝑮 𝑸 𝑮𝐻 = 𝑷  (3) 

 𝑸̂  = 𝑯 𝑷 𝑯𝐻, (4) 

where the superscript ∙ 𝐻 denotes the conjugate transpose 

operator, 𝑸 and 𝑷 are source and pressure Cross-Spectral-Matrix 
(CSM) respectively. 

Beamforming approaches solve a scalar inverse problem, i.e. 
each potential source strength in the region of interest is 
estimated independently from the others. Beamforming inverse 

operators 𝒉𝑛 , named steering-vectors, are calculated as function 

of the direct propagator columns 𝒈𝑛 and act as spatial filter, 
whose properties depend on their formulation [16]. 
Beamforming techniques are widely used for its simplicity and 
robustness. However, sound source quantification is not 
possible, unless dedicated integration techniques are applied [17]. 
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Deconvolution methods have been developed to overcome 
beamforming limitations, since array spatial response, i.e. the 
Point Spread Function (PSF), affects the acoustic map retuned 
by beamformers. Deconvolution methods aim at retrieving the 
actual source distribution that generated the beamforming map 
removing the PSF effect. 

In opposition to beamforming approach, inverse methods 
aim at estimating all potential sources together, hence, 
accounting also for interaction between sources. Frequently, this 
entails the solution of heavily under-determined problems, since 
the number of microphones (equations) is much lower than the 
number of potential sources in the region of interest (unknowns). 
Another issue with inverse methods is to adopt a robust 
regularization mechanism that is capable to estimate the proper 
amount of regularization depending on the specific problem and 
the measured data. Also, the choice of the ROI and its 
discretization with elementary sources plays a crucial role in 
retrieving an accurate solution. Although the complexity of these 
methods, the advantages justify their application. 

3. MATERIALS AND METHODS 

The object of study of this paper is a scale blade model, having 
a radius of 1.5 m. The design of this model is targeted to small 
wind turbines, that are defined by the standard IEC61400 as the 
ones having the rotor spanning up to 200 m2 (about 16 m 
diameter). Figure 1 shows a simplified scheme of the 
experimental setup installed in the semi-anechoic chamber of 
Università Politecnica delle Marche. The single-blade rotor must 
reach 650 rpm to operate at nominal conditions in terms of 
aerodynamic angle of attack and wind speed at tip. The latter 
corresponds to 102 m/s or 367.2 kph which is typical for small 
wind turbines. 

The single-blade rotor is placed at a distance of 3 m in front 
of the circular microphone array, which has 40 equally spaced 
1/4'' microphones (B&K Array Microphone Type 4951) 

installed on a circumference of 𝐷 = 3 m diameter. The centre of 
the array is aligned with the rotation axis and the microphone 
plane is parallel to the blade rotation plane. An asynchronous 
electric motor, controlled by an inverter, drives the single-blade 
rotor at desired angular speed. The motor has been also equipped 
with an incremental encoder for measuring the angular position 
of the blade. All sensor signals have been synchronously acquired 
at 102.4 kSamples/s for each channel (microphones and 
encoder). Each acquisition lasts for 7.5 s and is performed at 
constant angular speed of the rotor. 

Realisation of acoustic maps for moving sources usually 
requires time domain beamforming, since the distances from 
microphones to focus points constantly change over time, thus 
requiring time-depending delays for focusing the array. However, 
aeroacoustic applications require maps with high dynamic range 
and fine spatial resolution which is achievable only with more 
sophisticated frequency domain approaches. Most of them use 
the microphone CSM as input data to provide the acoustic map. 
When dealing with stochastic signals, such as aeroacoustic noise, 
the cross-spectra must be averaged over several time snapshots 
to get meaningful spectral estimation and to reduce the effect of 
uncorrelated background noise. The averaging process requires 
the sources to be stationary in time and space with respect to the 
array. However, pressure signals of the rotating blade, acquired 
with the static circular array does not fulfil these conditions, in 
fact, the source-microphone relative position changes over time. 

In order to face this aspect, the Virtual Rotating Array (VRA) 
[13] approach has been adopted to turn sound pressure signals, 
recorded with the static physical array, into signals of a virtual 
array that is rotating synchronously to the blade. In this way, the 
blade appears in a fixed position with respect to the VRA, thus 
making it possible to adopt any frequency domain imaging 
technique. The simplest realization of VRA requires a circular 
array, that must be parallel and co-axial with the rotor, and the 
knowledge of the instantaneous angular position of the blade. 
When a rotating array is used (both physical and virtual), the 
medium does not rotate at the same speed, therefore, it appears 
to rotate from the perspective of VRA. The acoustic propagator 
assumed for calculations of acoustic maps must consider the 
propagation of acoustic waves through a rotating flow field to 
obtain meaningful results. 

3.1. Virtual Rotating Array 

The working principle of VRA relies on the transformation 

of the pressure signals 𝑝𝑚(𝑡) recorded by the physical array into 

pressure signals  𝑝𝑚𝑣(𝑡) as if they were recorded by microphones 
virtually rotating. The virtual array has the same layout of the 

physical one, thus having  𝑀 = 40 microphones equally spaced 
along the circumference. The position of a virtual microphone, 
rotating on the same circumference of the physical array, does 
not correspond to the position of any physical microphone most 
of the time, but its signal can be estimated by means of spatial 
interpolation of signals recorded on the array circumference. The 
instantaneous position of each virtual microphone is determined 

from the angular position of the rotor 𝜙(𝑡). Calculation of 
pressure value for each sample of a virtual microphone signal 
requires the identification of which pair of physical adjacent 
sensors must be selected for the interpolation. These are 

identified by the indexes  𝑚𝑙 and 𝑚𝑢, that are function of time 

𝑡 and the virtual microphone index 𝑚𝑣: 

𝑚𝑙(𝑚𝑣, 𝑡)  =  ⌊𝑚𝑣 + 
𝜙(𝑡)

𝛼
− 1⌋  mod 𝑀 + 1 

𝑚𝑢(𝑚𝑣, 𝑡) =  ⌊𝑚𝑣 +  
𝜙(𝑡)

𝛼
⌋  mod 𝑀 + 1, 

(5)  

where, ⌊∙⌋ is the floor function and 𝛼 = 2 π 𝑀⁄  is the angular 
spacing between sensors. Once selected the pair of microphones 

for spatial interpolation, for each 𝑡 and 𝑚𝑣, the value of virtual 

signal sample 𝑝𝑚𝑣(𝑡) is calculated as the weighted sum of the 
samples of physical microphones 

 

Figure 1. Scheme of the set-up in the anechoic chamber. 
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𝑝𝑚𝑣(𝑡) = 𝑝𝑚𝑙
𝑠𝑢 + 𝑝𝑚𝑢

𝑠𝑢 , (6) 

being the weights determined as 

𝑠𝑢(𝑡)  =   
𝜙(𝑡)

𝛼
− ⌊ 

𝜙(𝑡)

𝛼
⌋ 

𝑠𝑙(𝑡)  =  1 − 𝑠𝑢(𝑡) . 

(7)  

The signals 𝑝𝑚𝑣(𝑡) obtained with this procedure can be used 
to estimate the microphone CSM. 

3.2. Processing techniques applied to the case of study 

The instantaneous angular position of the rotor 𝜙(𝑡) is 
retrieved from the encoder signal and it is used to calculate VRA 
time histories. The region of interest has been defined as a 
rectangular area of 1.80 x 0.90 m, positioned on the rotor plane, 
i.e. at 3 m from the array plane. From VRA point of view, this 
area contains the blade and the hub of the rotor. The rectangular 
area has been discretised with a grid of monopoles with 0.02 m 
step, thus having 4186 potential sources. The acoustic 
propagator from monopoles to microphones is modelled with 
pressure to pressure free-field propagator [14]. Geometric linear 
distances are replaced by the actual propagation distances, 
calculated considering the rotating flow field. For this purpose, 
the angular velocity can be assumed constant during each 
measurement since the fluctuations are negligible with respect to 
the mean value. Propagation distances have been calculated with 
the Acoular software [18]. 

As stated in the introduction, three frequency domain 
acoustic mapping techniques are applied to the case of study, 
exploiting the VRA signals: CB, CLEAN-SC and CMF-IRLS. 
The application of CB is intended here as the baseline 
performance of acoustic imaging techniques. The deconvolution 
with CLEAN-SC requires to choose only a single parameter, the 

loop gain, which is set here to 𝜑 = 0.6. Lastly, CMF-IRLS, 
which belongs to the branch of inverse methods, is chosen since 
its fully capable to deal with spatially extended sources which is 
a source configuration highly and naturally expected in this 
application. The CMF-IRLS is used to map the full CSM, without 
any decomposition, and the sparsity constraint on the solution is 

enforced by setting 𝑝 = 1. A priori information is injected in the 
IRLS procedure as form of spatial weighting (named "aperture 
function" in Bayesian Approach). The first weighting function is 
the CB map that eases the localisation task, since it is a rough but 
reliable information on source distribution. The second 
weighting strategy is adopted to avoid high level peaks on the 
map at the edge of the ROI, typical with inverse methods. Figure 
2 depicts the weighting function, determined with the cosine 
function near all the edges, thus resulting in a cosine-tapered 
spatial window. Point by point product of these two weighting 
functions is used as total pre-weighting. For all mapping 
techniques, the diagonal of CSM is removed, following the 
common practice adopted in aeroacoustic source imaging to 
minimise the effect of background noise. 

3.3. Considerations on measurement uncertainty 

A reference metrological analysis of acoustic beamforming 
measurements has been conducted by Castellini and Martarelli in 
[19], where a Type B approach, based on an analytical model, was 
adopted to assess how the uncertainty on input quantities affects 
the localisation and quantification uncertainties. Instead, Merino-
Martínez et al. [17] investigated the accuracy of different 
mapping methods in aeroacoustic applications. In this paper, the 

focus is on the identification of sources of noise, rather than the 
absolute level. Therefore, acoustic maps must provide an 
estimation of source locations and their relative level. From this 
consideration, the target accuracy of the measurement procedure 
should be sufficient to distinguish different noise sources on the 
blade. 

The resolution of mapping grid has been chosen to be 
compatible with the blade size and guarantee at least 2.5 potential 
sources for each wavelength, fulfilling the guideline provided in 
[20] for inverse problems (CMF-IRLS). The smallest wavelength 
of analysis is about 0.076 m (the exact value depends on the 
actual speed of sound). As regards beamforming-based 
techniques, the steering vector formulation chosen provides the 
correct source location at the expense of source level 
(“Formulation IV” described in [16]).  

In array measurements, one of the most important aspects is 
the uniformity of frequency response of all microphones, rather 
than the absolute quality of the sensors. In fact, the array 
microphones B&K Type 4951 are specifically designed for array 
applications, since they are phase-matched. The nominal 
sensitivity of this type of microphones is 6.3 mV/Pa (ref. 250 
Hz). All microphones were calibrated with the Pistonphone 
B&K Type 4228, which provides a sine wave at 251.2 Hz ± 0.1 
% and 124.0 ± 0.2 dB SPL, hence the individual sensitivity was 
measured for each sensor. Field-calibration was performed 
before starting the measurement campaign. The technical 
specifications for free-field frequency response (ref. 250 Hz) are:  

± 1 dB, from 100 Hz to 3 kHz, 
± 3 dB, from 3 kHz to 10 kHz. 
As regard the phase-matching, the manufacturer guarantees 

the following specifications with respect to a factory reference:  
± 3°, from 100 Hz to 3 kHz, 
± 5°, from 3 kHz to 5 kHz. 
The relative positions between the microphones in the array 

represents another source of uncertainty, which affects 
amplitude and phase of measured pressure. In fact, a mismatch 
between nominal and actual sensor locations induces an error 
(for each microphone) in the spatial sampling of the acoustic 
field, in terms of amplitude and phase. This has an influence on 
the quality of the maps since the nominal layout is used for 
calculations. However, the uncertainty on amplitude and phase, 
caused by frequency responses and sensor arrangement, can be 
considered random across the sensors, hence it can be assumed 
as spatial white noise. It is possible to consider this as a sort of 
“array noise”, which is averaged across the microphones and the 
mean value tends to zero, as the number of sensors increases. 
Therefore, the source levels in the map are not significantly 
affected from the array noise. Instead, the standard deviation 

 

Figure 2. Arbitrary weighting function for CMF-IRLS with respect to the blade 
geometry. 
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quantifies the level of the array noise. An accurate estimation of 
this parameter is rather difficult in practice, but the overall effects 
can be assessed comparing the degradation of array spatial 
response and dynamics of CB map with respect to the ideal 
condition.  

An experimental test was conducted with a point source 
emitting a sine wave at 2 kHz and positioned on the rotor hub 
(aligned with the rotation axis). A sine wave is used to have a high 
signal-to-noise ratio with respect to environmental acoustic 
background noise. The CB map obtained from this experiment 
is compared with the map obtained in ideal conditions with 
simulated data. A visual inspection of the maps reveals if the 
degradation of performance, due to the microphone response 
and sensor positioning uncertainty, is acceptable or not. 
Performance degradation occurring in this setup does not 
significantly affects the acoustic maps and is in line with the 
accuracy requirements. 

Similar tests were conducted for assessing the rotor-array 
relative position and alignment. The rotor-array positioning is 
important to fulfil the stationarity of rotating sources with 
respect to the VRA. In addition to the test with the point source 
on the rotor hub, other four tests were done with the same 
source, but placed on the blade tip. In these tests, the rotor is 
placed at different angles (steps of 90°), still using a 2 kHz sine 
wave. The rotor-array alignment was done with typical distance 
sensors, then CB maps were used to verify and correct it. From 
acoustic maps, the position of the test point sources is retrieved 
to estimate the offset and the angle between rotor and array axes. 
From the test with the source placed on the hub, the offset is 
estimated, which results to be in the same order of magnitude of 
grid resolution, in both horizontal and vertical directions. The 
other four tests were used to estimate the misalignment. The least 
square fitting plane is calculated from the four source positions, 
then the scalar product between the normal of the array plane 
and the normal of the rotor plane is calculated to estimate the 
angle between the two axes, which results to be less than 3°.  

A final test with the same point source, placed at a radius of 
0.6 m and the blade rotating at 100 rpm, was conducted to assess 
the correctness of all operations needed to map a rotating source 
via the VRA method. All mapping algorithms were able to 
correctly locate the point test source on the rotating blade using 
VRA signals. 

The last important aspect is the estimation of the actual speed 
of sound to use for the calculation of the propagator and the 
steering vectors. With this purpose, two measures of air 
temperature inside the chamber were taken during microphone 
recordings, one at the beginning and one at the end of each 
acquisition. The model adopted for indirect measurement of the 

speed of sound 𝑐 is 

𝑐 = 331.3 √1 +
𝑇

273.15 K
 , (8) 

where, 𝑇 is the average of initial and final air temperatures. The 
digital air temperature sensor has a resolution of 0.1 °C, which is 
sufficient for the accuracy requested in this case. Despite the 
importance of this parameter for the quality of the maps, little 
attention is often paid to this parameter [19]. In the whole test 

campaign, 𝑐 is always about 342 m/s. 

4. RESULTS 

The analysis has been performed from 700 Hz to 4.5 kHz. 
This band approximately corresponds to Helmholtz number 

range 6 - 40 (𝐻𝑒 =  𝐷 𝜆⁄ ) in which the array provides adequate 
results. Below this range the array has very poor performance. 
The benchmarking of mapping techniques has been performed 
on the measurement acquired at the nominal operating condition 
of the blade, i.e. 650 rpm. For clarity of acoustic maps, the 
frequency range of analysis is split in two bands, where the noise 
generation is located in different parts of the blade. 

Figure 3 shows CB maps, which are characterised by blurred 
sources and low dynamics. These effects, caused by the array 
PSF, make it difficult to identify weaker sources, since they are 
covered by the sidelobes of the main sources. Maps obtained 
with CLEAN-SC and CMF-IRLS are showed respectively in 
Figure 4 and Figure 5. Both methods make it possible a better 
localisation and they also reveal weaker sources on the blade. In 
fact, as expected, these methods provide higher performance in 
terms of spatial resolution and dynamics of acoustic maps with 
respect to CB. In addition, they also provide quantitative 
information. The advantages of CLEAN-SC are the robustness 
of results, the dynamics of the maps and the low computation 
time. However, due to the nature of the algorithm, CLEAN-SC 
does not make it possible to fully represent extended sources 
[10]. This drawback is partially mitigated choosing a loop gain 

𝜑 < 1, as in this case, however, the limitation still holds. Instead, 
CMF-IRLS is capable to reveal the correct spatial extension of 
acoustic sources, but it is computationally more demanding. 
Despite, it is an inverse method, the maps returned by CMF-
IRLS do not have any source located at the edges of the mapping 
plane because of the pre-weighting strategy adopted. Another 
aspect to notice is the different source distribution returned in 
the low frequency range by CLEAN-SC and CMF-IRLS. Figure 
4 (Left) depicts the strongest source in between the leading edge 
and the trailing edge, while Figure 5 (Left) shows well separated 
sources. This is caused by the localisation mechanism adopted by 
CLEAN-SC, that relies on the spatial resolution of CB. In fact, 

 

Figure 3. CB - 650 rpm. Left: 700-2500 Hz. Right: 2500-4500 Hz. 
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the CLEAN-SC algorithm establish that the source position is 
detected picking up the maximum location of the so called "dirty 
map", which is the output of CB at the current iteration of 
CLEAN-SC procedure. When two sources are closer than the 
mainlobe width, considering the PSF of the array at the 
frequency of analysis, the maximum of the total map lays 
somewhere in between the real sources, depending on their 
relative strength. This problem does not occur with CMF-IRLS, 
being it an inverse method, which considers all potential sources 
at once. 

Since CMF-IRLS demonstrated to be the best performing 
among the methods compared in this work, it has been used for 
characterising the noise emission of the blade at different 
operating conditions. Two additional rotation speed of the rotor  
are tested: 500 and 350 rpm. Figure 6 and Figure 7 shows similar 
structures of source distribution with respect to the nominal 
working condition. For the lower frequency band, the noise 
sources are mainly in the last 0.5 m, in the radial direction, and 
are quite aligned with the leading and trailing edges. For the 
higher band, the noise is mostly located at the tip of the blade; a 

 

Figure 4. CLEAN-SC- 650 rpm. Left: 700-2500 Hz. Right: 2500-4500 Hz. 

 

Figure 5. CMF-IRLS - 650 rpm. Left: 700-2500 Hz. Right: 2500-4500 Hz. 

 

Figure 6. CMF-IRLS - 500 rpm. Left: 700-2500 Hz. Right: 2500-4500 Hz. 

 

Figure 7. CMF-IRLS- 350 rpm. Left: 700-2500 Hz. Right: 2500-4500 Hz. 
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source is identified at the tip location and the other two are 
located almost symmetrically with respect to the tip. Also some 
high frequency noise of the hub is visible. The extent and the 
level of sources decrease proportionally to the angular velocity. 

In order to have an overview of how the source distribution 
changes with respect to frequency, a synthetic visualisation is 
depicted in Figure 8. This view results from the integration of the 

acoustic map along the chord-wise direction (𝑦 direction), 
therefore, it shows how the reconstructed source distribution 

changes with respect to frequency and radial direction (𝑥).  

5. CONCLUSIONS 

A measurement campaign has been conducted in a semi-
anechoic chamber on a single blade rotor, for its aeroacoustic 
characterisation with acoustic imaging techniques exploiting 
microphone arrays. The strategy of VRA makes it possible to use 
those advanced frequency domain approaches for acoustic 
source mapping, that are typically required in aeroacoustic 
applications. The benchmarking among three methods 
demonstrated the advantages of CMF-IRLS versus CB and 
CLEAN-SC. The performance of CMF-IRLS is adequate for a 
detailed characterisation of the acoustic source distribution 
generated by the wind turbine blade model in different operating 
conditions. Therefore, this measurement technique is a powerful 
tool for improving the design of wind turbine blade models, 
since it is capable to identify aeroacoustic noise sources with high 
dynamic range and spatial resolution. However, the applicability 
is limited to models of limited size since VRA requires the array 
and the rotor to be aligned and co-axial.  
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