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1. INTRODUCTION 

The proliferation of digital image measurement devices in 
medical field induces image-based diagnosis as a profound 
approach to acquire relevant treatment information for 
healthcare applications. The measured images are very 
susceptible and diverge demanding safe and efficient database 
storage. However, due to rapidly growing medical database, 
efficiently accessing the information from the database is utmost 
important for necessary analysis and processing of patient’s 
records.  

In this context, a structured model is required to handle this 
huge database with effective image information retrieval. In this 
context, Content-based medical image retrieval (CBMIR) 
measurement method proved to be an effectual method to access 
the required medical image from the database efficiently. CBMIR 
follows two steps: i) It performs feature extraction utilizing hand 
crafted techniques or learning based models, ii) Performs the 
index matching task for image retrieval. Existing works utilized 

hand-crafted techniques for the retrieval of the images from the 
database resembling the query medical image. But the method is 
not effective when processing with a huge database. 

In past years, the image information like shape, colour, 
texture, are used as local feature descriptor to retrieve the image 
is proposed in [1]-[5]. In [6], [7] author extracted the features 
called Local Binary Pattern (LBP) using the Gray-scale 
information between the group of pixels for texture 
classification. In [8], the local ternary patterns descriptor is 
proposed which is an added version of LBP descriptor, used for 
face recognition. The descriptor exploits three quantization 
levels improving the pixels encoding mechanism. Murala et al. [9] 
proposed spherical and local direction-based feature descriptors 
for medical and natural image retrieval. A directional edge local 
ternary pattern based on reference pixel is proposed by Vipparthi 
et al. [10]. In [11], a three-stage local feature descriptor is 
proposed with multi- dimension and multi-direction for image 
retrieval. Moreover, directional mask is utilized to extract the 
directional edges. Lastly, the image is retrieved using the 
maximum directional edge-based features. In further work, a 
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reference block gradient directions-based feature descriptor is 
proposed for image retrieval [12]. A wavelet-based 3D circular 
difference pattern is proposed for medical image retrieval. 
Threshold- based LBP and local adjacent neighbourhood 
average difference information is combined for medical image 
retrieval in [13]. 

Previous works utilized hand crafted feature descriptors for 
feature extraction in CBMIR modelling. However, the hand-
crafted feature descriptors own to the limitation of relying on 
hand-written assumptions [14], which limits the efficiency of the 
overall model. These features become less effective in encoding 
the robust and complex features. Currently, learning based 
feature descriptors are resolving the above limitation by utilizing 
the power of learning complex features based on their different 
model architectures. Convolution neural networks (CNN) shows 
remarkable results in the defined area because of the high 
learning ability of these network. Many works are proposed 
utilizing the CNN network architecture for diverse applications 
like objection detection, image classification, anomaly detection 
etc. [15]-[18]. The feature learning capability is also utilized by 
researchers in medical domain for medical image analysis, 
medical image segmentation, image de-hazing etc., [15], [19]-[22]. 
However, even after the remarkable performance on small 
network, the CNN based architectures perform badly when the 
depth of the network increases giving rise to the vanishing 
gradient issues. To resolve the above limitation, a residual 
learning (ResNet) based architecture is proposed in [23] for 
image classification. Motivated from this, an image retrieval 
approach is proposed based on image-to-image reconstruction 
for image retrieval. 

GANs are utilized with Image-to-image translation approach 
provides outperforming results. This inspired the researchers to 
utilize GAN network for various diverse computer vision 
applications like image enhancement [15], moving object 
segmentation [16], depth estimation [24], etc. GAN is composed 
of two component generator and discriminator. Adversarial 

training includes the training of both generator and 
discriminator. In [25], an inception architecture is performed 
which significantly improved the performance with relatively low 
computational cost. 

Motivated from the significant performance of adversarial 
learning and inception architecture in diverse fields, this paper 
proposed refined network architecture utilizing residual network 
for image reconstruction based on measurement technology. 
Our network removes the skip connection which makes the 
reconstructed image more robust in addition to the high-quality 
reconstruction. The paper defines the following as major 
contribution: 
1. An end-to-end refined content-based image 

reconstruction learning framework is proposed for 
medical image retrieval. 

2. Proposed a novel Res-UNet framework for 
reconstruction of input medical image exploits novel 
pretrained ResNet50 model with CNN up-sampler. 

3. Robust features generated using ResNet encoder for 
index matching and retrieval of image from the database. 

4. This paper utilized two benchmark datasets to quantify 
proposed Res-UNet in CBMIR. 

2. PROPOSED WORK 

A novel content-based medical image retrieval framework 
named refined Res-UNet Model is proposed for effective and 
efficient image retrieval as shown in Figure 1. The framework 
incorporates two functioning blocks: Reconstruction Block and 
Indexing Block. The reconstruction block is inspired by the 
standard Pix2Pix [26] architecture where the UNet architecture 
comprises an encoder and decoder. Proposed framework 
includes ResNet50 [23] network as an encoder with five blocks. 
Firstly, the input image is processed to the ResNet50 block of 
the novel proposed model, which performs the encoding to 

 

Figure 1. Refined Res-UNet Framework for CBMIR.  
Stage 1: Reconstruct image using Res-UNet.  
Stage 2: Encoder ResNet50 feature extraction for index matching and image retrieval. 
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generate the set of features taking advantage of self-attention 
process. Further, the features are decoded to reconstruct the 
original input medical image. The accurate and robust 
reconstruction of the original image from the encoded features 
justifies the conceptual representation of input image as encoded 
features [27], [28]. Hence, the encoded features are further 
processed for index matching and retrieval task. For the retrieval 
of best matches from the available database corresponding to any 
input query image, conventional index matching and retrieval 
module is used. The proposed model functioning is processed in 
three steps as follows: 

i) Refined Image Reconstruction Network 

ii) Robust Feature Generation 

iii) Medical Image Retrieval Module 

2.1. Refined Image Reconstruction Network 

The deployment of generative adversarial networks (GANs) 
for various problems like object segmentation, image 
enhancement, image super-resolution, image re- construction, 
depth estimation, etc. GANs are utilized to produce the synthetic 
data resembling with the original data. The algorithmic 
architecture of GAN consists of two neural networks that are 
called generator and discriminator. The generator module 
generates unique plausible examples from the sample domain 
and the discriminator classifies it as real or fake content. 
Motivated by the successful results from GANs in literature, we 
proposed Res-UNet model for image restoration with self-
attention for robust feature learning. The proposed network 
initially encodes the input into encoded features exploiting self-
attention process. Consequently, the features are decoded back 
to restore the original image. 

As shown in Figure 1, the proposed model designed with a 
encoder and decoder part. For the encoder part ResNet is 
utilized with its 50-layer architecture named ResNet50. The 
ResNet50 [23] network is considered till layer conv5_x. The 
encoder part takes input (I256×256×3) as image and output a latent 
feature vector (Feat8×8×2048). The input/output relation of the 
proposed encoder is defined in (1) as follows: 

𝐹𝑒𝑎𝑡8x8x2048 = 𝑅𝑒𝑠𝑁𝑒𝑡50(𝐼256x256x3) . (1) 

Encoder is followed by a decoder while training the model. 
Decoder includes five layers each of which is comprises of 
convoTranspose layer, batch normalization layer and ReLU 
layer. Decoder up-samples the feature vector of the input 
image. The output of encoder (Feat8×8×2048) is fed to the 
decoder to which finally outputs the reconstructed image. 
The output from the decoder is given in (2) as follows: 

𝑂𝑢𝑡 = 𝐶𝑇3x3(𝐹𝑒𝑎𝑡)(2,2,2,2,2)
(512,256,128,64,3)  , (2) 

where 𝐶𝑇3x3(. )𝑆
𝐹 represents ConvTranspose and F: 512, 256, 

128, 64, 3 is the number of filters used at each layer with 
corresponding stride S: 2, 2, 2, 2, 2. 

Reconstruction Loss 

Proposed Res-UNet is an unsupervised learning technique, 
which generates output image as an input replica, i.e., 
reconstruction of input image. Hence to learn proposed 
architecture for reconstruction of image. We utilize the L1 loss 
as shown in (3) as follows 

𝑙𝑜𝑠𝑠 = 𝐼256x256x3 − 𝑂𝑢𝑡 , (3) 

where I256×256×3 is an input image and out is reconstructed image 
of I. 

2.2. Robust Feature Generation 

The accuracy of the image retrieval model highly depends on 
different representation of features through essential feature 
extraction method. Two of the major methods for feature 
extraction are hand-crafted feature descriptors and learning based 
feature descriptor. Hand-crafted feature extractors are rule based 
descriptors like SS3D [9], LTCoP [29], LTrP [15]. The learning 
based feature descriptors make use of the characteristic of input 
image like shape, size, texture, to extract the features (AlexNet 
[30], ResNet [23], VGG-16 [31]). 

The proposed Res-UNet model uses the learning-based 
feature descriptor for image reconstruction process. Figure 2 
represents the performance of the model for reconstruction of 
the image from the abstract features of an encoder. The results 
justify the ability of the encoder in the model for generating 
effective features from the input medical image. Hence, the 

 

Figure 2. Upper row depicts the original database image. Lower row depicts the reconstructed image using proposed Res-UNet model. ILD and VIA/ELCAP-CT 
databases are used in column 1-2 and column 3-4 respectively. 



 

ACTA IMEKO | www.imeko.org March 2022 | Volume 11 | Number 1 | 4 

output from the encoder, (Feat2×2×2048) is utilized as robust 
features of the corresponding input image. Further, these 
features are used for index matching and retrieval tasks from the 
database. In Figure 1, the lower side depicts the indexing and 
image retrieval from the extracted features of the query image. 

2.3. Medical Image Retrieval Module  

Let’s consider, 𝑣𝑓𝑄 = [𝑣𝑓𝑄1, 𝑣𝑓𝑄2, … , 𝑣𝑓𝑄𝑁] defines the feature 

vector of input query image. Further, the feature vector of ith 
image in datasets DB is, 𝑣𝑓𝐷𝐵𝑖 = [𝑣𝑓𝐷𝐵𝑖1, 𝑣𝑓𝐷𝐵𝑖2, … , 𝑣𝑓𝐷𝐵𝑖𝑁], 𝑖 =
(1, 2, … , 𝑁) represents dataset images. For retrieving the similar 
images from database as the query image, a similarity index D is 
used between the input query image 𝑣𝑓𝑄 and each image of the 

dataset 𝑣𝑓𝐷𝐵𝑖 . For our model similarity evaluation, D1 distance 
is used for query image as most of the existing state-of -the art 
methods have used the same. The D distance is given as in (4) 

𝐷(𝑄, 𝐷𝐵) = ∑  |
𝑣𝑓𝐷𝐵𝑚,𝑛

− 𝑣𝑓𝑄𝑛

1 + 𝑣𝑓𝐷𝐵𝑚,𝑛  +  𝑣𝑓𝑄𝑛

|  ,

𝑁

𝑛=1

 (4) 

where, Q is the query image, N is the length of feature vector, 
DB is database image, 𝑣𝑓𝐷𝐵𝑚,𝑛

 is nth feature of nth image in the 
database, 𝑣𝑓𝑄𝑛 is nth feature of query image. 

3. TRAINING DETAILS  

BraTS-2015 [32] database is considered for training the 
proposed model. The database consists of 220 high-grade 
gliomas and 54 low-grade gliomas. Database has scans of T1-
weighted (T1), T1-weighted imaging with gadolinium enhancing 
contrast (T1c), T2-weighted (T2), and fluid attenuated inversion 
recovery scans. 14,415 brain Magnetic Resonance Imaging 
(MRI) slices are taken from the entire BraTS-2015 database and 
4155 slices are selected to train the model over 20 epochs. The 
time taken for training is 553 s per epoch and the batch size is 1. 

4. RESULTS AND DISCUSSION 

This section provides the elaborated performance analysis 
of the proposed model Res-UNet and gives a comparison with 
the conventional hand-crafted and learning based algorithm 
in the literature. For comparison, the work considered three 
benchmark medical image database with different 
modalities like MRI and Computer Tomography (CT). 

4.1. Retrieval Accuracy on ILD Database 

Two image sets interstitial images and clinical data for 
lung disease are examined for performing the experimental 
study from the integrated Interstitial Lung Disease (ILD) 
dataset [33]. ILD is known to be the finest database which 
is used for research and studying of lung disease with 
radiological and clinical data. The dataset is utilized as a 
referral resource to train new radiologists. The efficiency of 
ILD diagnosis can be improved by using a reduced invasive 
X-ray methodology, as X-ray and CT of a particular patient 
is kept in the same resource. The standard ILD dataset 
includes CT scans of lungs for 130 patients which has 
underlined disease regions by the experienced Radiologists for 
each ILD [33]. A small part of the dataset is available with 658 
regions with marking of patches/regions for different classes 
such as fibrosis (187 regions), micro-nodules (173 regions), 
and healthy (139 regions), ground glass (106 regions), em-
physema (53 regions). Table 1 provides the comparison 
evaluation of the proposed method and existing methods on 
the metric average retrieval precision applied on the topmost 
10 images from the ILD dataset. Table 2 provides the 
comparison on the metric group-wise average retrieval 
precision on the ILD dataset. Results from Table 1 and Table 
2 proves the out-performance of the proposed model from all 
the conventional methods. 

 

Table 1. Comparison evaluation of the proposed method and existing methods on the metric average retrieval precision applied on the topmost 10 images 
from the ILD dataset. 

Method 1 2 3 4 5 6 7 8 9 10 

SS3D [9] 100 83.21 76.85 72.34 69.27 66.44 64.48 62.71 61.43 60.40 

LTCoP [29] 100 84.95 76.29 71.77 67.44 64.79 62.57 60.83 59.14 58.13 

LTrP [34] 100 85.26 77.56 71.96 68.54 65.02 62.48 60.75 59.08 57.61 

MDMEP [11] 100 86.17 79.43 75.87 72.58 70.09 68.32 67.21 66.18 65.4 

AlexNet [30] 100 88.91 83.99 79.6 76.66 74.54 72.38 71.12 69.79 68.45 

ResNet [23] 100 89.67 84.75 81.31 78.84 76.55 75.51 74.34 73.44 72.67 

VGG-16 [31] 100 89.21 83.94 80.24 77.96 75.94 74.4 73.21 72.26 71.34 

Res-UNet 100 98 97.33 97.25 97.20 97.00 96.85 96.75 96.66 96.60 

Table 2. Comparison on the metric group-wise average retrieval precision on the ILD dataset. 

Method Group 1 Group 2 Group 3 Group 4 Group 5 Average 

SS3D [9] 47.17 72.62 53.21 52.82 75.68 60.30 

LTCoP [29] 62.64 69.95 53.96 48.72 78.97 62.85 

LTrP [34] 54.72 72.41 50.94 53.85 77.51 61.88 

MDMEP [11] 75.09 70.37 68.11 43.08 79.56 67.24 

AlexNet [30] 65.28 83.10 65.85 48.72 82.64 69.12 

ResNet [23] 71.70 88.24 61.51 46.67 85.13 70.65 

VGG-16 [31] 73.96 87.49 57.17 57.44 83.22 71.86 

Res-UNet 93.3 100 97.3 96.09 97.3 96.79 
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4.2. Retrieval Accuracy on VIA/I-ELCAP-CP Database 

The proposed model is evaluated for CBMIR on the 
VIA/I-ELCAP-CT [35] dataset. This dataset is widely used 
for the CBMIR model evaluation. The dataset comprises 
1000 images splitted into 10 categories having 100 images 
per category. Table 3 depicts the comparison result in terms 
of average retrieval precision on the uppermost 10 images of 
database. Likewise, Table 4 provides the average retrieval recall 
comparison between the proposed and existing methods. 
Table 3 and Table 4 shows that the proposed method exceeds 
in the retrieval performance. The accuracy of conventional 
approaches reached till 93 %. However, the proposed method 
shows 99 % accuracy for CBMIR. The produced results can 
be justified as the power of network in adversarial feature 
learning. 

5. CONCLUSION  

In this paper, a novel content-based Res-UNet framework is 
proposed for reconstruction of the input medical image and 
performs an efficient image retrieval task. The framework 
operates in two phases, training phase and inference phase. In 
the training phase, the model utilizes an encoder and a decoder 
to reconstruct the input medical image. In our proposed work, 
ResNet50 is utilized as an encoder to perform the encoding of 
feature vectors. In phase 2, we only utilize the encoder part to 
generate the feature vector of the input image. Further, utilizing 
those features, similar images are retrieved from the database 
using a similarity metric. The performance evaluation of the 
proposed model is done on the two benchmark datasets that are 
ILD and VIA/ELCAP-CT. Comparison results shows the 
outperformance of the proposed model as compared to the 
conventional methods. 
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