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1. INTRODUCTION  

Thermoluminescence testing (TL) has for many years been a 
routine methodology for dating and verifying the authenticity of 
terracotta works of art. The assumption of TL is that a material 
absorbs energy during exposure to ionising radiation, which is 
then stored. The stored energy is released as visible light when 
the material is heated. This is due to the particular properties of 
natural dosimeters such as quartz mineral contained in ancient 
terracotta [1]. 

The crystal lattice of quartz (SiO2) often presents trace 
impurities (i.e. aluminium ions, alkali ions and hydroxyl groups) 
and maintains a large number of complex defect configurations 
(such as dislocations and vacancy clusters). The lattice 
imperfections act as electron trapping regions when these charge 
carriers are activated to move through the crystal following 
ionisation by alfa, beta and gamma rays existing in nature. When 
a material containing quartz is heated to temperatures up to 500–
600 °C, the binding between the imperfection and the electron 
may be upset, and the freed electron gives rise to photon 

emission during the return to its atomic site [1]. The heating of 
terracotta in a furnace resets TL accumulated by the quartz, and 
from this time on, TL begins increasing again until a new heating 
occurs. In the laboratory, the sample is reheated by a controlled 

heating process following a specific temperature rate (), and 
then the energy is released in the form of visible light (TL 
emission). The intensity of this photon emission (ITL) as a 
function of the temperature is plotted in a glow curve that 
represents the most important result of TL measurements [1], 
[2]. 

The decay rate for an initial population (n) of electrons in traps 
of a single activation energy (depth) using the Arrhenius equation 
according to the first-order Randall–Wilkins model [1] is 

𝑑𝑛

𝑑𝑡
= −𝑛 𝑠 𝑒−

𝐸

𝑘𝑇 (1) 

where n is the concentration of trapped carriers, E is the 
activation energy of the trap (eV), k is the Boltzmann constant 
(eV·K−1) and T is the temperature of the sample (K). 

The parameter s can be estimated with the following equation 
[1]: 

ABSTRACT 
In authenticity tests using the thermoluminescence (TL) method, the sampling phase is fundamental to collecting an appropriate amount 
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where  is the temperature rate (K/s) and Tm is the temperature 
value related to maximum intensity of peak (K). A glow curve of 
quartz is originated by the convolution of several peaks [3]-[7]. 
According to many authors, the precise temperature value of 
these peaks depends on the origin of the quartz analysed [8]-[10]. 
This represents the most important result of TL measurement 
[1], [2] and depends upon the material of the sample under 
examination.  

The shape of each glow curve peak’s intensity (ITL), as 
described by equation (3), can be approximated by an analytical 
expression based on first-order kinetics where Im indicates the 
TL intensity of the peak at temperature Tm [11]:  

𝐼TL(𝑇) = 𝐼m 𝑒
{1+

𝐸

𝑘 𝑇m
(

𝑇−𝑇m
𝑇m

)−𝑒
[

𝐸
𝑘 𝑇m

(
𝑇−𝑇m

𝑇m
)]

}

 
(3) 

For high quartz-concentration terracotta samples, four peaks 
at Tm = 110 °C, 230 °C, 325 °C and 375 °C have been 
individuated. The 325 °C and 375 °C peaks are commonly used 
in TL dating because of their stability [12]. In this work, we 
consider these temperature values in the context of the cultural 
heritage applications of TL. The 110 °C peak is not used directly 
in applications of TL in archaeomaterials because the traps and 
the electrons are unstable at environment temperatures, and thus 
the TL signal cannot build up over time. During the pottery's 
archaeological burial, the electrons trapped at imperfections, 
which are responsible for this TL peak, have long since escaped 
and decayed away under the effects of environment ground 
temperature [13]. This peak is used for pre-dose dating, which is 
a well-established experimental method for determining the dose 
in cases in which the ITL signal of a terracotta sample is affected 
by spurious signal and anomalous fading [14], [15]. 

The ITL peaks at Tm =110 °C, 230 °C, 325 °C and 375 °C also 
play a fundamental role in authenticity tests performed by TL. 
Authenticity tests are used to distinguish between old (original) 
and new (fake) ceramic art objects through different sets of ITL 

measurement. These sets consist of heating at a constant rate (), 
recording the natural ITL signals (natural glow curve) and then 
exposing the sample to a calibration dose of beta radiation, 
preferably at a level comparable to its natural dose. Finally, the 
calibration curve is elaborated and compared with the natural 
glow curve [16]-[18]. Data interpretation is a key phase, and many 
factors must be considered, above all the method of obtaining 
the sample to be authenticated. As stated above, the sample is 
collected in the form of powder by drilling at low speed in a 
hidden area of the artefact to be analysed. The use of drilling, 
which is necessary in order to speed up the procedure, has a main 
drawback of enhancing the local temperature and so possibly 
causing a diminishment of the ITL signal due to its dependence 
on the heating rate. This is evident in equations (1)-(3). In 
particular, increasing the heating rate causes the intensity of the 
TL emission to decrease [19]-[23]. 

This underestimation can lead to erroneous results in terms 
of false negatives because the reduced ITL signal from an 
authentic sample could be confused with noise, causing the 
artefact to be considered a fake. 

Within the framework of measurement, TL is the object of 
several studies that seek to improve the capabilities of new 
architectures for automatic sensing and readout systems [24]-
[28]. 

In order to assess the effect of drilling on the collection phase 
and thus on the results of authenticity tests, a multidisciplinary 
study is carried out and two studies have been proposed by the 
authors in [29] and [30]. Gueli et al. [29] presented preliminary 
research based on a non-invasive and in situ measurement 
methodology that estimated the temperature reached during the 
sampling. In particular, different conditions such as bit diameter, 
drill speed and interval time were explored. This method makes 
it possible to estimate the thermal energy dissipated during 
drilling through the measurement of an output voltage across a 
known resistor. The results were obtained on a pottery sherd, 
and the proposed solution is suitable to estimate the variation of 
temperature [29]. In Gueli et al. [30], the authors validated the 
indirect method through comparison with a standard direct 
method based on the acquisition of thermal images. The 
experimental data show a good agreement between both indirect 
and direct approaches, and an analysis regarding the role of the 
drill bits was pursued. 

The results presented in Gueli et al. [30] fixed the basis for a 
more generalised model and a study of the effects of temperature 
on the TL authenticity tests. In this context, this paper addresses 
these specific points and improves the state of the art by 
presenting a more exhaustive model of the entire drill-based 
architecture that can simulate any loss of the TL signal due to 
heating during sampling. 

In particular, by using a dynamic electro-mechanical model, it 
is possible to simulate the drilling procedure and estimate the 
maximum temperature reached during sample collection by 
measuring an electrical quantity. The simulations can also help to 
identify the optimal parameters to be used for the sampling 
phase. 

Furthermore, the effects of the temperature reached during 
drilling in terms of TL signal loss in the collected sample have 
been simulated on the basis of the typical peaks of quartz 
crystalline inclusions. 

2. MEASUREMENT ARCHITECTURE AND MODEL 

A contactless measurement methodology was used to 
estimate the temperature during the drilling of an archaeological 
pottery sherd that was the object of a TL authenticity test. 

Figure 1 shows the equivalent circuit of the drill [31], [32]. 
This section will present the measurement approach that was 
used to estimate, through an indirect method and by using a 
model, the temperature dissipated during the drilling procedure. 

The left image of Figure 1 represents the excitation of the DC 
electric machine, which creates the static magnetic field used to 
move the rotor (M) following the Faraday–Lenz principle. The 
image on the right represents the movable part composed of the 
rotor, the windings with resistance Ri and the external DC 
voltage V. In the presence of this voltage, current I will flow 
through the circuit and the rotor will start to rotate. 

It should be noted that several losses occur in the system [33], 
and, in particular, the term Ri will cause dissipation due to the 

 
Figure 1. Equivalent circuit of the drill.  



 

ACTA IMEKO | www.imeko.org  March 2021 | Volume 10 | Number 1 | 152 

Joule effect. By using the resistor R and by measuring the voltage 
Vm, it is possible to estimate the temperature variation during 
drilling. 

The energy balance equation in the rotor can be written as: 

𝑉 = 𝐾𝑛𝑟𝛷 + 𝑅𝑖𝐼 (4) 

where K is a constant that depends on the construction 
parameters of the machine (length, diameter, number of poles, 
type of windings, etc.), nr is the rotor speed and Φ is the excitation 
flux. By multiplying both members by the current I (see equation 
5), it is possible to write the balance equation in terms of powers. 
In particular, as shown in equation (6), the electrical power 
corresponds to the sum of the mechanical power and the power 
dissipated by the Joule effect. 

𝑉 𝐼 = 𝐾 𝑛 𝛷 𝐼 + 𝑅𝑖 𝐼
2 (5) 

𝑃𝑒 = 𝑃𝑀 + 𝑃𝐽 (6) 

The mechanical torque (Cm), which is a consequence of the 
applied voltage V, is slightly smaller [31] than the electromotive 
torque (Cem) due to leakages caused by friction and ventilation as 
well as leakages in the iron. This mechanical energy, as shown in 
equation (7), corresponds to the product of the excitation flux Φ, 
the current I and the constant Kc. 

𝐶em ≅ 𝐶m =
𝑃𝑀

𝜔
=

𝐾 𝑛 𝜙 𝐼

𝜔
=

𝐾 𝑛 𝜙 𝐼

2 π 𝑛
60 = 𝐾𝑐  𝜙 𝐼 (7) 

The mechanical balance equation can be written as: 

𝐶m = 𝐶r + 𝐵 𝜔 + 𝐽
d𝜔

d𝑡
 (8) 

where Cr is the resistive torque, B is the viscous coefficient, J is 
the moment of inertia, ω is the angular velocity of the rotor and 
t is the time. In the presence of a mechanical load such as the 
drilling procedure, thermal energy ET will be dissipated. The 
hypothesis of the method proposed here is that the work of the 
resistive torque is proportional to the thermal energy dissipated 

during drilling thanks to the temperature difference T along the 
bit. 

ET can also be expressed as a function of the measurand: 

𝐸T = 𝛹 𝜆 
𝑆 ∆𝑇

𝐿
∆𝑡 (9) 

where Ψ is an experimentally estimated coefficient that is able to 
take the leakages into the account and to compensate the 
hypothesis of the model, λ is the thermal conductivity of the bit 

material, S is the contact surface, L is the dissipation length, Δt 

is a given time interval and ΔT is the physical quantity of interest. 
The indirect estimation of ΔT can be accomplished by 

inverting the model above and setting the thermal power in 
proportion to the electrical power: 

𝐸T

𝛥𝑡
=

𝑉m
2

𝑅
 (10) 

ΔT can thus be estimated as follows: 

∆𝑇 ≈
𝑉m

2 𝐿

𝛹 𝜆 𝑆 𝑅
 (11) 

As can be observed, in the absence of a mechanical load, the 
energy ET is equal to 0 J. It is worth noting that by using equation 
(11) it is possible to estimate the value of the temperature 
variation during drilling. In fact, this condition will change the 

value of the mechanical torque, see equation (8), and, 
consequently, the value of the absorbed current I, see equation 
(7), and, finally, the voltage Vm. Through a differential 
measurement of Vm, it is possible to estimate the temperature 
difference ΔT along the bit. 

Assuming that the initial temperature was room temperature, 

T evaluation makes it possible to obtain the maximum 
temperature reached by the bit during drilling. This last causes 
the thermal energy transfer to the collected sample. 

3. GLOW-CURVE SIMULATION 

The aforementioned method was validated through the 
comparison between electrical measurements and infrared (IR) 
thermography image acquisitions [30]. The correlation between 
the maximum temperature estimated by the voltage 
measurements and the related IR images showed that the 
accuracy of the model corresponds to about 11%. 

The method determined the maximum temperature and the 
time to achieve it during drilling with different drill bits. 
According to the method, once the maximum temperature value 
is reached, it remains constant. 

In the present study, the method is applied in three different 
experimental conditions with three metal bits with diameters 
equal to 2 mm, 3 mm and 5.5 mm. With these three 
configurations, called Drill 2, Drill 3 and Drill 5, the maximum 
temperatures reached were 130 °C, 82 °C and 60 °C, 
respectively. Using these values and applying the Arrhenius 
relation, we looked for ITL signal loss and then simulated the 
consequent glow curves based on the Randall-Wilkins model and 
the Podgorsak approximation [11]. 

The Arrhenius equation defines the probability per unit time 
of the release of an electron from the traps:  

𝑝 = 𝑠 ∙ 𝑒  (−
𝐸

𝑘 𝑇
)
 (12) 

where p is the probability per unit time and s is the frequency 
factor defined in equation (2); we consider this value to be 
10-12 s-1. E is the trap depth (the energy needed to release an 
electron from the trap), k is the Boltzmann’ constant 
(8.617 × 10-5 eV/K) and T the absolute temperature. Table 1 
shows the temperature values related to the maximum intensity 
of the quartz peaks (Tm) and the corresponding values of the trap 
depths (E), which were used for the calculation of the TL 
intensity losses [34]. 

The glow-curve simulations have been performed using 
equations (1)–(3) with the parameters in Table 1. A temperature 
range between 0–500 °C and a heating rate of 5 °C/s, 
corresponding to those typically used in a laboratory during an 
authenticity test, were considered.  

The experimental TL glow curve used as reference was 
recorded using these parameters on an automated Risø reader 
model TL-DA-10 equipped with an EMI 9235QA 

Table 1. Parameters used to simulate the glow curves: Tm is the temperature 
value related to maximum intensity of peaks; E is the value of the trap depths. 

Tm (°C) E (eV) 

110 0.891 

230 1.170 

325 1.400 

375 1.510 
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photomultiplier tube. TL signals were detected using Corning 7-
59 and Schott BG-12 optical filters. 

4. RESULTS AND DISCUSSION 

In Table 2, for each quartz peak (Tm), the percentage of 
residual ITL for the configurations Drill 2 (130 °C), Drill 3 (82 °C) 
and Drill 5 (60 °C) is listed. The values are expressed in terms of 
the TL intensity in the standard dating procedure, in which the 
powder of the sample is obtained by grinding the sample at room 
temperature. 

These values are reported in Figure 2; the decreasing of TL 
intensity as a function of drilling temperature is evident, and the 
effect is stronger for lower TL peak temperatures. 

The percentage of residual ITL is significant for some peaks. 
The peak at 110 °C is very sensitive to temperature increase. In 
fact, at temperatures greater than 22 °C, the residual ITL for this 
peak is 57% at 60 °C, 38% at 82 °C and 0 at 130 °C. This could 
have important consequences. For example, if a 2 mm diameter 
drill bit that reached a temperature of 130 °C was used during 
sampling, an artefact could be reputed as original despite it being 
a fake. Concerning the peaks at 325 °C and 375 °C, two possible 
drawbacks could occur due to the low residual ITL at high 
sampling temperature: a recent sample could be considered an 
original even if it was actually a fake, and, on the other hand, the 
expected age of an antique sample could be significantly 
underestimated.  

Thanks to the glow curve simulation described in Section 3, 
we can directly see the effect of the signal loss on the TL signal. 
In Figure 3, we compare an experimental glow curve (No Drill) 
used for normalisation with those obtained at the different 
sampling conditions shown in Table 2 (Drill 5, Drill 3 and Drill 
2). 

The No Drill condition is obtained by the deconvolution of 
an experimental glow curve generated during a standard dating 
procedure used as reference. 

5. CONCLUSIONS 

Starting from an electrical and mechanical model, a method 
has been developed to apply during sampling for an authenticity 
test. By simulating the parameters at stake, this method makes it 
possible to evaluate the percentage of ITL signal loss that could 
occur in TL measurements in the laboratory.  

The temperature reached during sampling could be sufficient 
to compromise the results of an authenticity test. The 5.5 mm 
drill bit seems to be the best for powder collection because the 
temperature achieved during drilling with this bit is not high 
enough to significantly affect the ITL. 

Although the actions performed during the collection phase 
depend on several factors, above all the intrinsic characteristics 
of the sample and the directives of the artefact owner in order to 
preserve the object, by our method it could be possible to 
determine the underestimation of ITL in advance and thus make 
the opportune corrections during the data elaboration.  

Our results indicate that, during sampling for an authenticity 
test, the size of the drill bit and the duration of powder collection 
must be marked because they can affect the TL test result. With 
this in mind, this research could be continued with further 
studies of drill sampling on ancient artefacts in order to endorse 
the method now proposed by recording and analysing 
experimental glow curves. 
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