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Retrospective correlation
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Abstract

One of the main tools in phenomenological studies is the identification of correlations among different pro-
cesses. This is essentially effected in retrospective with the specific aim of finding a positive result, and that
leads to a parameter optimization which introduces a bias, so far only marginally considered, in the signifi-
cance level of the results. If the correlation can be validated in a forward study in which parameters are kept
fixed, such a bias is irrelevant. Unfortunately, forward studies are often infeasible for either cost or intrinsic
reasons. This is the case of geophysics, due to the comparatively long time scale of recurrence of the phenom-
ena. Unbiased estimates can be obtained in retrospective if each of the optimal choices is properly identified
and accounted for. An estimate of the bias is made in a specific case, which can be written in closed form.
While simulation confirms its good performance, the latter shows that apparently highly significant retrospec-

tive correlations may be insignificant.
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1. Introduction

Testing the validity of a hypothesized corre-
lation deals primarily with establishing if it oc-
curs more often than chance. The first problem
is then how to define «chance». In geophysics,
this is an often encountered problem, and a
typical case is that of earthquake precursors. In
the latter case, to gauge the correlation against
«chance» the set of the hypothesized precur-
sors is typically tested for performance against
both the real catalog and a randomized seismic
catalog. The problem is complicated due to the
fact that randomized catalogs cannot be uniquely
defined since the present knowledge of earth-
quake physics does not allow either a determinis-
tic or a statistical satisfactory model to be derived
(Kagan, 1994; Ben Menahem, 1995).
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However, the lack of unique models is not
the major cause of difficulties in establishing
phenomenological correlations. There is a
problem of greater importance, which has so
far received only marginal consideration. This
is the bias in the correlation estimates. In fact,
the common procedure is to analyze data in
retrospective and optimizally select (rather
than keeping a priori fixed or randomly
choose) all free parameters in order to achieve
the best apparent result, i.e. the correlation the
least apparently probable by chance. The prob-
lem can be readily solved if the data are origi-
nated by repeatable experiments, because retro-
spective analysis can be used to cast an issue
of correlation which can then be validated in
an independent, typically forward, study (Mu-
largia and Gasperini, 1996). On the contrary, if
only retrospective studies are feasible, a sub-
stantial distortion of reality in favour of the
correlation can be expected. This is the case of
some geophysical phenomena such as earth-
quakes and volcanic eruptions, since the com-
paratively long time scale of geologic pro-
cesses would require waiting at least several
decades for the forward occurrence of a suffi-
cient number of events.
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Unbiased retrospective estimates are possi-
ble if all the steps in parameter optimization
are identified and properly taken into account
in the number of favourable vs. number of total
cases. This task is a difficult one because the
tailoring of some parameters is often implicit,
such as in the selection of the region in which
the correlation is operative. In geophysics this
selection is justified in terms of «tectonics», a
term that implies more or less subjective ad
hoc choices, which are not explicitly discussed
(¢f. Keilis-Borok et al., 1988).

The present paper is devoted to estimating
the importance of the bias induced by retro-
spective adjustment of parameters. This will be
achieved by studying correlation in a particular
simple case, regarding a single variable, as in
the case in which two series are analyzed by
considering only the times of occurrence of the
events. In such a case correlation is commonly
defined as association.

2. Retrospective association
In studying the association between two se-

ries of events, the typical record consists of a
number m of type a events, and of a number 7

of type b events, in a time interval of length T
time units (fig. 1). The series are said to be as-
sociated in time on the basis of the number of
events b following the a events by a fixed lag
u, i.e. when b events occur within windows of
amplitude 2/ centered u instants after an event
a. For simplicity, let us assume that the num-
ber of correlated events s is fixed a priori. This
number is ideally equal to the minimum be-
tween m and n, but nobody would dismiss a
correlation occurring on, say, s = 35 among
two series of m = 43 and n = 52 events. With
this constraint, the only variable that can be
optimally chosen is then the lag u, while the
probability of finding s events associated in a
window of width 24 depends on the specific
model assumed. To proceed further let us
therefore first consider this.

2.1. Assumption of a specific model

A simple, yet widely applicable, model
(Cox, 1955) puts no constraint on the events a,
assumes that events b follow a simple (station-
ary) Poisson process, that m2h is small with
respect to the total length T of the period ana-
lyzed, and that 24 is small enough that the oc-
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Fig. 1. The association parameters between a series of events ¢ and a series of events b are the lag u and the
window width 2h. The general case is shown at the top, the case u = h is shown at the bottom.

1366



Retrospective correlation

Fig. 2. Partition of the unit probability interval with equivalent association intervals.

currence of two a or two b events within 2
can be neglected. Then, the probability of oc-
currence of one b event within (u—h, u+ h)
from an a event is approximately equal to
m2h/T, and the probability that x events a and
b are associated with parameters u, h is bino-
mial

P = (Z) (m2WTY (1—m2WTY" % (2.1)

Note that if a lack of constraints were desirable
on the b series, rather than on the a series, the
reasoning could be reversed by simply using
negative u values.

3. Bias introduced by the optimal choice
of u

We have fixed s, and found the correspond-
ing best 4 from the data once given the distri-
bution. But we have not fixed the lag u, which
is indeed the very target of any correlation
analysis. This is chosen by retrospective opti-
mal selection on a specific realization, i.e. the
available data set. Should we have another re-
alization, we would choose another optimal
value of u. This optimal selection introduces a
bias in the correlation estimates, which, ac-
cording to eq. (2.1), are valid if u was kept
fixed a priori at each realization. In other
words, eq. (2.1) was valid if u had been deter-
mined through an independent set of measure-
ments.

Let us now estimate the retrospective bias.
Let us then keep & fixed and assume that a par-
ticular realization has its best association with
a number s of a and b events associated in the
window (7 — &, ii + k), corresponding to an ap-
parent low probability of random occurrence
equal to p. Actually, we would have been
equally content with finding the same low
probability of association with any other differ-
ent value of u. To evaluate the importance
of this effect it is convenient to transfer the
reasoning on the unit probability interval
(0,1).

Consider first the case in which the number
of associations s is equal to min {m, n}, and let
the corresponding probability be p. We can
then draw on the unit probability interval (0,1)
the set o corresponding to the probability that
one b event falls in the window (i — A, i + h)
which is (5)" (fig. 2). A set of other equivalent
intervals, all with the same probability of con-
taining one b event, and thus with the same p
for s events, can then be drawn by shifting the
set ¢ by fixed steps of amplitude Ao A total
of j=1+(1—a)/Aa are needed to cover the
whole probability interval (0,1). Obviously, the
coverage will not be perfect, but the remainder
can be controlled by choosing small values of
Aa, like Ao = (1 — )/1000. Now consider the
fact that one is not interested in the single
event A;; {s events in the interval a; of length
a}, but in the wunion of the events
AL UA UA3 U ... U Ay, e in finding s events

in any of the equivalent intervals a,, a,, ...., a;
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each one of length a. The probability of the
union of the A; events is

P=8=5+8— . + (1) 4+ ... S5
(3.1)
where
Si=p{Ai} +p{Ay} + ... +p{As],
S2 =p{A1A2} +p{A1 A3} + ..... +p{A]”_1 A]"},

S3=pl{A;1 A A3} +

This expression is insensitive to discretization,
provided that Axr is small (see above). The as-
sumption s = m drastically simplifies calculus
for all the joint events. To see this, consider
that the only way the joint event A,A,A,, can
occur is that the s events take place in the in-
terval a;a,a,,, which is the intersection of the
three intervals, and this intersection interval is
the same as that of the event A;A,,. The proba-
bility of the joint events A;A;A, and A;A,,
event are thus the same, but they enter P with
opposite signs since they belong, respectively,
to §3 and S,, and they cancel out.

The resulting expression for P is then
simply

j-1 j-2
P=Zas—2(a—5a)s ~ as[l +sM(j—2)].
o
1 1
3.2)

The correctness of this result was verified in
extensive simulation.

If s#m no such simplification occurs and
calculus becomes very heavy, making simula-
tion preferable. However, also simulation
quickly becomes costly if the number of events
in each series is larger than 10. Fortunately,
when the latter occurs, the probability that the
intersection of the events A;A,..... A, may occur
outside the intersection of their intervals of
definition a;qy.....a, becomes very small, and
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the above equation provides again a good ap-
proximation. Simulations with s # m gave anal-
ogously good matches, provided that m > 10.

4. The practical relevance of retrospective
bias: an example

Consider for example the case of two com-
pletely random (i.e., simple Poisson) series of
12 events each, i.e., m = n = 6 and let us take
s = 7. What is the probability that inspecting
them a posteriori by searching for the best
correlation a significance level o is found?
The problem was tackled in simulation, with
100000 realizations. The results are shown in
table I, where it is easy to see that the signifi-
cance level calculated according to the unbi-
ased estimate eq. (2.1) is always much smaller
than its corresponding random definition, i.e.
the probability of encountering by chance such
a result. Obviously, the value calculated ac-
cording to eq. (2.1) would be correct if the
value of u had been fixed a priori and kept un-
changed rather than optimally selected at each
realization. The bias, i.e., the discrepancy be-
tween the value of the significance level
(which is by definition the probability of en-
countering such a result by chance) and the ob-
served relative frequency (which is the empiri-

Table I. The observed relative frequency of signif-
icance levels equal to a given value («experimental»
values) calculated according to eq. (2.1) («uncor-
rected» results) does not match, as it should by defi-
nition, the value of the significance level. This is
due to nonrandom retrospective optimal sampling,
which introduces a bias. The latter leads to a blow-
up factor which, calculated according to eq. (3.2),
and applied as a correction to the results of eq. (2.1),
yields the «corrected» results.

Uncorrected Experimental Corrected
0.001 0.02 0.016
0.005 0.06 0.05
0.01 0.11 0.08
0.05 0.29 0.24
0.10 0.42 0.38
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cal definition of probability), is the effect of
the retrospective optimal choice of u. The
blow-up factor calculated according to eq.
(3.2) is also shown. It is immediately seen how
the theoretical correction agrees well with the
observed frequency, and provides a correct es-
timate of the blow-up factor. Note how the true
significance levels are an order of magnitude
or more larger than the uncorrected levels even
with such small values of s, m, and #.

5. Discussion and conclusions

The standard practice in correlation analysis
is to retrospectively choose all free parameters
in order to obtain the best apparent association.
This optimal choice introduces a bias in the es-
timates. If the association can be validated in a
forward study in which parameters are kept
fixed, this bias is irrelevant. Unfortunately, for-
ward studies are often infeasible for their cost,
or intrinsically impossible for the long time
scale of evolution of the phenomena, as mostly
happens in astronomy and geophysics. In this
case, unbiased estimates of the significance of
the association may be obtained by identifying
and accounting for the optimal choices implicit
in the retrospective analysis. The explicit study
of one particular case shows that the blow-up
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factor can be written in a simple closed form.
It also shows how this factor is very large and,
unless corrected, may easily lead to conclude
as highly significant correlations which are, in-
deed, insignificant.
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