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I. Introduction 

A game is a work of art based on specific rules. These rules drive the end of the game based on 

the player's actions within the game. A player should use the tools and objects provided in the game 

to achieve victory. Entertainment is paramount in games, but it is a potential vehicle for training and 

education through basic thinking skills to solve conflicts or problems [1][2]. Educational games 

integrate complex principles, including knowledge, pedagogy, decision-making, collaboration, and 

gaming [3]. The primary aim of an educational game is learning and having fun in unity [4].  

Presenting knowledge in the educational game is often wrapped or decorated at the game level. 

For instance, the Number Munchers game (popular in the 1980s and 1990s) [5] represents dots with 

math equations. The player aims to collect equations that produce a particular answer (the mission 

objective). Here, players can learn math equations full of joy (e.g., an experience after evading an 
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Assessment of a player's knowledge in game education has been around for some 
time. Traditional evaluation in and around a gaming session may disrupt the players' 
immersion. This research uses an optimized Random Forest to construct a non-
invasive prediction of a game education player's Memorization via in-game data. 
Firstly, we obtained the dataset from a 3-month survey to record in-game data of 50 
players who play 4-15 game stages of the Chem Fight (a test case game). Next, we 
generated three variants of datasets via the preprocessing stages: resampling method 
(SMOTE), normalization (min-max), and a combination of resampling and 
normalization. Then, we trained and optimized three Random Forest (RF) classifiers 
to predict the player's Memorization. We chose RF because it can generalize well 
given the high-dimensional dataset. We used RF as the classifier, subject to 
optimization using its hyperparameter: n_estimators. We implemented a Grid Search 
Cross Validation (GSCV) method to identify the best value of  n_estimators. We 
utilized the statistics of GSCV results to reduce the weight of  n_estimators by 
observing the region of interest shown by the graphs of performances of the 
classifiers. Overall, the classifiers fitted using the BEST n_estimators (i.e., 89, 31, 
89, and 196 trees) from GSCV performed well with around 80% accuracy. 
Moreover, we successfully identified the smaller number of n_estimators 
(OPTIMAL), at least halved the BEST  n_estimators. All classifiers were retrained 
using the OPTIMAL  n_estimators (37, 12, 37, and 41 trees). We found out that the 
performances of the classifiers were relatively steady at ~80%. This means that we 
successfully optimized the Random Forest in predicting a player's Memorization 
when playing the Chem Fight game. An automated technique presented in this paper 
can monitor student interactions and evaluate their abilities based on in-game data. 
As such, it can offer objective data about the skills used. 
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enemy). Number Muncher game showcases an educational game with learning and gaming elements 

that make it fun and motivating [6]. In addition, by playing an educational game, players can 

repetitively play a game level (learning tasks as the mission objective) he failed. This repetitiveness 

in educational games hinders the fear of losing marks. 

Using bibliometric analysis has allowed for the investigation of serious gaming research trends 

[7][8][9][10][11]. The data showed a rise in serious game publications in recent years, highlighting 

the growing significance of serious games in education. Many academic fields, including education 

technology, psychology, the medical sciences, the environmental sciences, and corporate economics, 

have studied serious games. Research has also focused on the use of serious games to help persons 

with disabilities [9], with an emphasis on education and computer games as the most popular game 

genres and game platforms, respectively. Collecting data for serious game analytics has proven 

difficult, with pre-game, in-game, and post-game data being the most common. Digital games and 

gamification have proven helpful in nursing education in fostering active involvement, elevating 

satisfaction levels, and imparting skills [10]. 

There are complex experiences of the player involved during game playing. Affective 

experiences were reported to exist in an educational game, such as Emotion [12], Motivation 

[13][14][15][16], and Enjoyment [17][18]. Those articles prove that affective experiences can aid 

the same significance as the learning goal. However, the knowledge of the player reportedly 

dominated this research topic, such as Travel in Europe and Sea Game [17][19], Math games [20], 

Crystal Island Narrative-based game [21][22], and many more. Serious game players are more 

empowered to become more actively involved, not only in the learning process but also in the design 

and development of cutting-edge formative assessment tools, as discussed by Hainey et al., and 

serious games are becoming more and more popular as alternative supplementary learning 

approaches across all disciplines at all levels [23]. 

Hence, assessing a player's knowledge due to playing an educational game is the core. An 

assessment based on one, two, or only a small number of the game's attributes or indicators (e.g., 

final result, total failures, or duration) sometimes needs to be clarified as to what so-called learning 

is. For instance, a victory in a game session may indicate whether the player has understood the 

knowledge with commitment, through a lucky guess, or just playing around. To solve such a 

problem, one can apply a traditional assessment method via a questionnaire or pre- and post-game 

exams. This is undoubtedly a reliable and effective assessment method for a user's learning [24]. 

The numeric difference between pre and post-game examinations quantitatively measures the 

learning gain. Traditional assessment via a test within a game session may disrupt the enjoyment. 

For instance, a questionnaire to self-report an affective experience, such as enjoyment [25]. 

However, these assessment methods are interrupting the gaming experience. The players must 

dismiss the exciting gaming experience to a seriously thoughtful test. Not many players can deal 

with such conditions that can lead to disengagement from the game. Behavior observation of the 

players is not practical as well because of the subjectiveness of the observer. 

Meanwhile, there exist in-game actions and the corresponding game level (as inputs) that can 

represent an experience (as an output) [26][27][28]. However, how to identify and what information 

is relevant to the player's learning is proprietary to the game. More importantly, optimally 

correlating the input values and output is the goal of this research. Once we optimally train the 

prediction model, it should non-intrusively and accurately assess the player's knowledge while 

maintaining immersion in gaming [28]. Considering the vast amount of information one can retrieve 

from a game; a data mining approach should fit the task to solve the problem at hand 

[29][30][31][32]. Say the player's knowledge is categorized as memorization type. A classification 

technique can solve that, such as [33]. A potential solution is implementing a Random Forest 

classification to predict the player's Memorization since it is robust with high dimensional, high 

accuracy, and good generalization [34]. The data often acquired from human players is unreliable 

and generally imbalanced. Optimally categorizing the player's Memorization should provide an 

unbiased evaluation that is important for customized learning experiences, adaptable game 

mechanics, or customized feedback to improve learning outcomes. Thus, we need an optimization 

method for the Random Forest classifier to handle such data. To accommodate that, we want to 
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experiment with datasets that preprocess the dataset using a resampling method via SMOTE, 

normalizing the data using the min-max method, and combining both preprocessing. We expect that 

our approach is replicable in other educational games since the procedures are straightforward and 

clear. With the seamless prediction of the player's Memorization, we can identify more insights 

about the correlation between gaming actions and learning experience. The more variety of game 

education with seamless assessment can lead to standard in-game data that contribute to learning 

experiences. Thus, it provides a reliable guideline for designing educational games based on the 

most relevant in-game data. 

The following section discusses the proposed methodology to develop an in-game assessment of 

the player's knowledge when playing an educational game. It starts by describing the test case 

educational game and follows the proposed methodology, including the data collection method and 

optimization experiment. 

II. Method 

A. Overview of the educational game as the case study 

This study uses a game called Chem Dungeon (Chemical Dungeon) as the test case [35]. It is an 

educational game in introductory chemistry that helps players memorize atoms and chemical 

compounds. The game genre of Chem Dungeon is a roguelike in a labyrinth. Chem Dungeon's 

labyrinth comprises paths, walls, intersections, and dead-end alleys (Figure 1) reproduced from [35]. 

An avatar starts from a spawn point and then collects and forms a chemical compound to reveal an 

escape portal at the bottom-right of the labyrinth. The avatar should evade Non-Player Characters 

(NPCs) and avoid constructing incorrect chemical compounds. The avatar has an atomic shield (an 

atom ready for bonding with others), and details of the atom are readable near the spawn point. 

When the avatar strikes an atomic mine (blue shield), the game informs the compound-forming 

result or atom properties readable at the top center of the labyrinth. Game attributes on the right side 

of the maze include lives (heart icon), experience in a red bar, the remaining ammunition (number), 

total bonds made (number), and the countdown timer. Inside the labyrinth, there are bullets (yellow 

item), atoms (blue item), and live potions (red item) that are collectible for the avatar. Each 

collection of bullets increases the ammunition for the avatar. A live potion can restore the avatar's 

life. 

 
Fig 1. Chem dungeon game 
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Chem Dungeon's goals are to find the right element to create a compound and pass through the 

escape portal within 90 seconds. The avatar initially spawns in its residence, and the NPCs start in 

the diagonal pathways of the labyrinth (bottom-left to top-right). Players can press keyboard keys a, 

s, d, and w to navigate the avatar to the left, right, up, and down. The character must stay clear of 

NPCs and atomic mines while exploring the labyrinth. It loses one life whenever it collides with a 

weak opponent or a bad atomic mine. The character can also shoot an atomic mine to clear the way. 

When the bullet strikes a strong opponent, it changes that enemy's state to one of weakness (white-

colored NPC). Then, the avatar can capture a weak NPC to make it respawn at its house, opening a 

new path for the avatar. As a result, the avatar can search for and gather the appropriate element 

(mine), creating a compound with other atoms. Hence, a piece of educational information on the 

chemical compound appears at this time. As a result, this game condition should engage participants 

to memorize and understand the learning materials. The escape portal opens once the avatar has 

gathered the correct atom ten times. Finally, the avatar receives a Victory by passing through the 

escape portal—otherwise, a defeat results from losing all lives or running out of time. 

The Chem Dungeon game contains 100 chemical compounds constructed by at least two atoms. 

A compound is shown as character strings representing the symbol, name, and bonding atoms. For 

instance, two Hydrogen and one Oxygen atoms construct an H2O representing the water compound. 

In the game, an atom is a collectible object as an atomic symbol, e.g., C, Ag, N, if more than one 

atom of the same type appears as a combination of the total atom and the atomic symbol, e.g., 2H, 

6B. 

The information that follows provides some useful game-playing advice. Although each game 

has different element options, the objective is to create a single compound (repeatedly). Players new 

to the game frequently use a trial-and-error approach and are completely conscious of not wasting 

their remaining lives. The player should, therefore, attentively peruse the text communication 

corresponding to the compound-forming effort's most recent outcome. Every time someone loses a 

life, they must recover it by gathering potions. Alternatively, one can gain experience (XP) bars by 

killing weak foes via bullets shot and capturing them. One extra life is awarded once the XP meter is 

full. Such an endeavor should, however, consider the remaining ammunition and the 90-second time 

restriction. These restrictions prevent players from exploiting such tactical strategies purely for 

amusement while ignoring the main objective of the game, which is to keep compound formation in 

the player's memory. 

According to [35], the game can procedurally generate up to 486,000 playable stages. Each stage 

consists of a combination of learning material and a game map. This vast number of game stages 

allows players to experience different challenges categorized into three difficulty levels. The game 

map data, the player's actions, and achievements are recorded during game sessions. These data 

together are called in-game data. 

B. Proposed Methodology 

This research follows some procedures shown in Figure 2. The first step collects datasets from 

the Chem Dungeon game sessions using the procedures shown in Figure 3. A survey was conducted 

to allow participants to follow the data collection steps. Each participant played at least ten cycles of 

data collection. This means that each cycle will produce a sample comprised of in-game data and a 

label. The label (a.k.a Memorization Performance/MP) is the score difference between pre (M0) and 

post-game (M1) questionnaires about the learning material presented in the game stage. Given that 

each response to the questionnaire is a binary value, there will be four possible MP categories shown 

in Table 1. 

From Table 1, there are only three categories used. First, if the players score 0 between the pre 

and post-game, the sample is categorized as MP0. It represents a player who needs to memorize new 

knowledge. Second, MP1 is the label when the difference between pre and post-game is 1. It means 

a recognition (successful Memorization) of the new knowledge. The third category is MP2, when 

players can recall knowledge they already know. The fourth label does not use a negative difference 

between pre and post-game, indicating a decrease in memory. These results occurred because a 

player arbitrarily responded to the pre or post-game questionnaires, so the sample was categorized as 
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an outlier [36]. This method is simple; however, the risk of irrelevant gaming action or arbitrary 

responses to the questionnaire is possible. Therefore, we must preprocess the resulting in-game data 

before the modeling stage. 

 
 

 

 

 

 

 

 

 

 

 

 

 
Fig 2. Research procedures 

 

Fig 3. Data collection procedures 

Table 1. Memorization Performance 

 M1 = 0 M1 = 1 

M0 = 0 MP0 MP1 

M0 = 1 N/A MP2 

 

 Once the dataset is collected, the next step is the preprocessing stage. Preprocessing aims to 

identify outliers by filtering out samples with a negative label or missing values. This results in a 

clean Raw Dataset, the first dataset S0. The following preprocessing are resampling for imbalanced 

dataset and min-max normalization, or their combination. As such, preprocessing yields three more 

datasets: Smoted Dataset Sr, Normalized Dataset Sm, and SmotedNormalized Dataset Srm. Each 

dataset is split into a 70% training set (i.e., R0, Rr, Rm, Rrm) and a 30% test set (i.e. T0, Tr, Tm, Trm). 

Each dataset (i.e., R0, Rr, Rm, Rrm) will be used to construct an optimized classifier using the 

Random Forest Algorithm. Random Forest can generalize well given the high-dimensional dataset 

with higher accuracy than other algorithms [34][37]. Research in [34] shows that the Random Forest 

well classifies behavior-related data. The in-game data falls into this category. The first optimization 

targets the Random Forest parameter using the Grid Search Cross-Validation (GSCV). The second 

optimization is to evaluate whether preprocessing affects the classification result.  

Survey 

SMOTE 

Raw Dataset 

Normalization 

R0 Dataset Rr Dataset Rrm Dataset Rm Dataset 

Grid Search Cross-Validation (GSCV) 

Result 

Analysis 
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The following are the GSCV configurations for the Random Forest Classifier using the training 

dataset: 

• Parameter grid is n_estimators = {2,3,…,201}, 

• 5-fold cross-validation (considering the imbalanced dataset), 

• Scorer = weighted F1-score (considering the imbalanced dataset) 

Then, we trained the Random Forest (RF) using the training set over the best value of 

n_estimators; we call these values n_searched. We measured the RF performance using the F1-

score because it accommodates precision and recall scores. Here is the formula for F1-score = 

2*Precision*Recall/(Precision+Recall). The resulting list of RFs trained using training sets is called 

RF_searched. However, the best RF should not solely be confirmed from GSCV peak performance. 

So, we delved deeper into the GSCV statistics to see the overall picture of RF_searched based on 

the average mean scores (A_mean) and the average standard deviation of the scores (A_std).  

We observed the region of interest in both graphs. From there, we decided the best RF from the 

one closest to the A_mean and the lowest A_std. Then, we retrained the Random Forest classifier 

using the best n_estimators using the training sets (i.e., R0, Rr, Rm, and Rrm). We used the test sets 

(i.e., T0, Tr, Tm, and Trm) to evaluate the performances of each classifier. The goal is to reproduce the 

training stage from the GSCV. By testing each optimal Random Forest classifier using the test set 

(i.e., T0, Tr, Tm, Trm), one can compare the effect of normalization, balancing, balancing-

normalization, and n_estimators for the classification. In the final stage, we tested the performance 

difference between optimized classifiers; we used McNemar's Test [38]. 

III. Result and Discussion 

From the survey, according to Figure 3, we collected 540 samples of in-game data labeled with 

MP0, MP1, and MP2 (this is the raw dataset S0). We distributed 90, 219, and 231 samples to MP0, 

MP1, and MP2. Each sample contains 30 independent variables of mixed types. Subsequently, we 

generated Sr consisting of 744 samples equally distributed via SMOTE from the original dataset (S0). 

Next, we developed Sm consisting of 540 min-max normalized samples from the original dataset 

(S0). Subsequently, the dataset Srm (744 samples) was generated from Sm by resampling the 

normalized dataset. S0, Sr, Sm, and Srm datasets were split into a 70% training set (i.e., R0, Rr, Rm, 

and Rrm) and a 30% test set (i.e., T0, Tr, Tm, and Trm). 

The optimization stage using GSCV identifies four classifiers: C0, Cr, Cm, and Crm, best 

constructed using 89, 31, 89, and 196 trees, respectively. See Figure 4 for comparing these four 

classifiers that predict a player's Memorization given the test set (i.e., T0, Tr, Tm, and Trm). All 

classifiers successfully predicted the Memorization of the players via in-game data with at least 80% 

confidence. However, we can see that the Cr was the better, with overall scores of ~86%. From this 

graph, we can see that the balanced dataset is slightly better than the imbalanced dataset. We use 

these performance rates to optimize the classifiers via n_estimators. 

We analyze further the GSCV results in the improvements made with various values of 

n_estimators. Figure 5 to Figure 8 show the comprehensive results of each Random Forest 

classifier when the GSCV searched the best n_estimators or the number of trees. There are four line 

graphs:  

• The blue solid line represents the mean f1 scores of the RF_searched (using the left horizontal 

axis), 

• and the blue dotted line represents the average of mean f1 scores (using the left horizontal axis). 

We denote this as avg_f1,  

• The red solid line represents the standard deviation of f1 scores between cross-validated 

predictors of the RF_searched (using the right horizontal axis), 

• the red dashed line represents the average of std deviation of f1 scores between cross-validated 

predictors of the RF_searched (using the right horizontal axis). We denote this as avg_std. 
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Fig 4. Performance comparison between classifiers using BEST n_estimators 

In addition, there are also two rectangles (transparent blue and transparent red) representing the 

regions of interest (ROI_blue and ROI_red) we observed regarding the candidate value of 

n_estimators that optimizes the scores. The right bound of each rectangle is set based on the best 

n_estimators found from the GSCV stage. Meanwhile, the left bound is set towards the lowest 

possible n_estimators value where the f1 score is greater or equal to the blue dotted line. The rules 

to choose the optimal n_estimators are: 

• Choose the value of n_estimators (in the x-axis) from the left most of the ROI_blue. We denote 

FSx as the mean f1 score from the selected RF using the n_estimators value. 

• Choose the current value of n_estimators if the FSx* of the next n_estimators is less than or 

equal to the current FSx. 

• IF some neighboring n_estimators have the same FSx, then choose the n_estimators which has 

the smallest value of avg_std. 

 

 
Fig 5. GSCV random forest using raw training set 

 
Fig 6. GSCV random forest using normalised training set 
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Fig 7. GSCV random forest using SMOTEd raw training set 

 
Fig 8. GSCV random forest using SMOTEd normalized training set 

These graphs show that the lowest F1-scores were around 0.7 - 0.73 and quickly stabilized 

between 0.86 - 0.89 of f1 scores. This indicates that the Random Forest classifiers were effective 

under the 5-fold cross-validation using the training sets. Based on the above rules, we identified the 

values of n_estimators for C0, Cr, Cm, and Crm using 37, 12, 37, and 41 trees, respectively (Table 2). 

Table 2. Comparison of best and optimal RF based on n_estimators 

GSCV Random FOrest 
n_estimators scores 

best GSCV optimal GSCV best score optimal score best std optimal std 

Raw 89 37 0.8718033199 0.8447963115 0.02667657109 0.02016542199 

Raw SMOTEd 31 12 0.8757689417 0.8748399185 0.01188986414 0.02573413102 

Raw normalized 89 37 0.8689533825 0.8447963115 0.02490655104 0.02016542199 

SMOTEd normalized 196 41 0.8844496674 0.8676858415 0.01288923776 0.01528713981 

 

Next, we retrained the C0, Cr, Cm, and Crm using 37, 12, 37, and 41 trees, respectively, using the 

training sets. Comparing classifiers that used OPTIMAL value of n_estimators can be seen in Figure 

9. This graph shows that the Random Forest maintained the prediction performances when using 

significantly fewer trees. The SMOTEd datasets make the classifiers slightly more steady than the 

imbalanced datasets (S0 and Sm). In addition, the classifiers fitted using the SMOTEd-normalized 

dataset maintained their performances using only 41 trees, compared to the 196 trees initially found 

in GSCV. 

Based on these performances, we ran McNemar's Test to see if there were any significant 

differences between classifiers using BEST and OPTIMAL n_estimators. As a result, all p-values 

were at least 0.05. This indicates that these optimal classifiers were similar. It means that the 

Random Forest algorithm is a robust classifier and optimizable via the total decision trees used to 

predict the memorization performance of Chem Fight players. 

These experiments prove our confidence in using Random Forest as the classifier to predict the 

player's Memorization. The raw dataset, which was not resampled nor normalized, can be classified 

well. Upon the optimization, experiment results show that resampling the dataset using SMOTE 

can improve the performance of the Random Forest to at least 4% higher. We proved that the 
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GSCV method can slightly optimize the performance of Random Forest. Because we only optimize 

the Random Forest’s n_trees, while there are more parameters that are optimizable such as 

max_depth, min_samples_split, min_samples_leaf, min_weight_fraction_leaf, max_features= 

{“sqrt”, “log2”, None}, max_leaf_nodes. 

 

Fig 9. Performance comparison between classifiers using OPTIMAL n_estimators 

IV. Conclusion 

Assessing a game education player's Memorization is non-intrusively practical using in-game 

data. Our approach applies a data mining classification technique using the Random Forest (RF) 

algorithm. We experimented using variants of the dataset to train the RF. Since RF is a complex 

classifier, we used a Grid Search Cross-Validation (GSCV) technique to identify and picture the 

development of classifiers based on a vector or n_estimators. Our approach has successfully 

optimized the classifiers that use at least half the total trees inside the RF. The classifiers predict the 

player's Memorization with around 80% accuracy using the imbalanced dataset and using 37 

decision trees (optimal). The classifiers performed better (~86% accuracy) when fitted with a 

balanced dataset. We also found that the most effective optimization occurred when the classifier 

used the balanced and normalized dataset. Based on our experiments, the n_estimators found by the 

GSCV are based on the peak performance of the classifiers. Our observation identified that the 

classifiers maintained their performance at least using half the value of n_estimators found by the 

GSCV. 

Our experiments demonstrated Random Forest's suitability for predicting player Memorization 

without data preprocessing. However, applying SMOTE to the dataset boosted Random Forest's 

performance by at least 4%, and GSCV showed slight optimization potential. Further optimization 

possibilities include parameters like max_depth, min_samples_split, and more. Our approach 

optimized the Random Forest based on n_estimators using GSCV. However, when considering 

multiple hyperparameters in optimizing the classifiers, applying GSCV may become more complex. 

Hence, we suggest using a more sophisticated search algorithm, such as Genetic Algorithm Search 

Cross-Validation. In addition, a mechanism in the search algorithm to stop earlier whenever the 

performance of the classifiers enters the convergence state. 

We are confident that other researchers can replicate our procedure to determine the optimal 

classification of players in other games. However, we know that the selection of in-game actions can 

bias the classification model—for instance, too few or arbitrary in-game actions. For now, these in-

game actions are human-observed ones. In contrast, low-level in-game activities, such as player 

positions and time-based events, are too noisy to be classified using RF and are not interpretable for 

humans. Hence, a Neural Network or the Deep Neural Network is a potential candidate for this 

classification problem. Given that the low-level in-game is preferable, we can identify them via 

behavior recognition computationally. 
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