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Abstract: This paper presents a model for short-term forecasting of solar potential on a horizontal surface. This study is carried 
out in to the context of valuing of energy production from photovoltaic solar sources in the Sahelian zone. In this study, 
Autoregressive Moving Average (ARMA) process is applied to predict global solar potential upon 24 hours ahead. The ARMA (p, 
q) is based on finding optimum parameters p and q to better fit considered variable (sunshine). Data used for the model calibrating 
are measured at the station of Ecole Supérieure Polytechnique of Dakar. Records are hourly and range from October 2016 to 

September 2017. The choice of this model is justified by its robustness and its applicability on several scales through the world. 
Simulation is done using the RStudio software. The Akaike information criterion shows that ARMA (29, 0) gives the best 
representation of the data. We then applied a white noise test to validate the process. It confirms that the noise is of white type 
with zero mean, variance of 1.252 and P-value of about 26% for a significant level of 5%. Verification of the model is done by 
analyzing some statistical performance criteria such the RMSE =0.629 (root mean squared error), the R² = 0.963 (Coefficient of 
determination), the MAE=0.528 (Mean Absolut Error) and the MBE=0.012 (Mean Bias Error). Statistics criteria show that the 
ARMA (29,0) is reliable;then, can help to improve  planning of photovoltaic solar power plants production in the Sahelian zone. 
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Introduction 

 
Senegal has significant potential for enhancing solar resource 

(PV and Thermal) with 3000 hours of sunshine per year and 

an average of global irradiation about 5.8 kWh / m2 / day. 

Solar photovoltaic market is growing in the world in general 

particularly in Africa. Currently there is a proliferation of 

photovoltaic solar power plants in Senegal. Integration of 

these intermittent sources on the SENELEC electricity system 

causes many problems on planning and maintaining the 

consumption/production balance. Such difficulties are 

stochastic behaviour of the renewable energy sources related. 

To overcome such difficulties, forecasting can be considered. 

Thus, prediction of solar potential can be a substantial 

contribution in renewable energy production. It allows to 

evaluate the intermittent energies rate on the distribution 

network, in order to mitigate unbalances risks. Indeed, 

forecasting production of intermittent energies allows 

anticipating on the availability of the production sources and 

facilitating the network management. It is inspired by the 

stochastic behaviour of the atmospheric situations that are 

deterministic factor for the solar potential the earth surface. 

Considering above uncertainty sources, operators in solar 

power plants fields need appropriate tools to predict the 

energy production and availability.  

In the literature, stochastic prediction of the solar potential on 

horizontal surface can be done either at long-term scale  

[1, 2] or short-term scale [4, 3]. Thus, this study has been 

done to contribute to the search for reliable prediction 

methodologies of photovoltaic power. Four categories of 

models exist in the literature [5, 6, 4]. Among these models, 

we have linear, nonlinear models, probabilistic models and 

models of naive types. An Autoregressive Moving Average 

(linear model) process is used to forecast solar potential at 

Dakar. We have chosen to work with the model Autoregressive 

Moving average because of its robustness and applicability on 

several sites in the world on different forecast horizons [7,  

28, 9, 10, 11]. ARMA model is based on researching optimal 

fit parameters p and q for better representation of considered 

time series (solar radiation). Our contribution in this field of 

study focuses on implementating reliable solar potential 

prediction model that able to predict the SENELEC’s capacity 

of production for 24 hours forecast horizon and can be used 

as a decision support tool for planning and managing 

photovoltaic solar power plants in Senegal and surrounding.  

Section2 describes the methodology and tools used to reach 

our target, section 3 presents results of issues form 

forecasting model and interpretation. The last section is 

devoted to the conclusion and perspectives. 

Materials and Methods 

1. Presentation of study area 

Dakar is located in the extreme west of the Cape Verde 

peninsula, at the edge of the Atlantic Sea, between latitude 

14° 75 N and longitude -17.33 ° W with an average altitude of 

about 16m (Figure1). It contains some meteorological stations 

including one of measuring of the International Center for 

Training and Research in Solar Energy (CIFRES) of the 

Polytechnic High School of Cheikh Anta Diop University (UCAD) 

of Dakar. This station measures global, direct and diffuse solar 

radiation, ambient temperature, relative humidity, rainfall, wind 

speed and wind direction. Dakar covers an area of 550 km². Its 

climate is of tropical type characterized by alternation of two 

seasons: a very long and dry season on one hand (9 months) 

and a short and rainy season on the other (3months). The dry 

season is characterized by the predominance of the Harmattan 

dry wind that is neither hot nor cold; the rainy season is 

characterized by the hot and moist Monsoon wind. Temperatures 

vary according to the seasons. A low range of diurnal 

temperature caused by the maritime wind exchanges composed 

of a steady wet and fresh wind blowing especially in the dry 

season explaining the leniency of temperatures at Dakar in 

comparison to that inside the country. Dakar has a relatively 

mild climate, due to prerogatives of its geographical position and 

oceanic influences determining special characteristics of this 

region. Rainfall in this area usually occurs between July and 

October. The rainy month of this area is August. Annual rainfall 

is estimated about 500 mm. Within variation of the air moisture 

average depends on the temperature and hygrometric 

characteristics of the one. Average of the relative humidity rate 

in the site is close to 95%, especially during the rainy season 

between August and September. Lower values of relative 

humidity are observed during the dry season in which the time 

evaporation remains significant.  

In this work, we used solar radiation data from CIFRES station. 

The data series runs from October 1st, 2016 to September 30th, 

2017 and measurements are made every one hours. A Campbell 

Scientific model CR800 datalogger is used. 

   

  
Figure1: Location of Dakar in Senegal area 
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2. Autoregressive moving average process 

(ARMA) 

In the literature, some authors [9, 28] argue that 

autoregressive moving average process (ARMA) seems 

adequate for fitting solar radiation time series. Moreover, the 

ARMA process can be used to forecast time series. Running 

such processes is based on observations in order to determine 

adequate stochastic model that fit the studied variable. In 

time series analysis, Wold proposed in 1938 a decomposition 

of time series into components referred to as deterministic 

component (trend and periodic component) and stochastic 

one [18]. Deterministic component can be computed through 

known physical laws and steady mathematical schemes. The 

stochastic component can’t be exactly determined by known 

physical and mathematical lows due to its random feature, 

then are modelled through stochastic processes. Stochastic 

processes have also been referred to as Yule processes 

(infinite linear combination process that cannot be expected). 

In 1954, Wold defined from a random process a linear model 

composed of an autoregressive process noticed by AR and a 

moving average one noticed by MA [16]. Combination of both 

processes gives the ARMA process. An AR process fits a time 

series through a linear function of its past values while the MA 

process smooth fluctuations around a mean of a time series. 

In addition, the trend component is represented by some 

weighted mean based on the past values of the time series. 

Elsewhere, the residual is composed of strictly random part of 

the raw time series noticed by i
 .  

ARMA process is characterized by following equation: 
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𝜑𝑖 : parameter of Autoregressive process 

𝜃𝑖 : parameter of the moving average process (𝜃0 =1)  

𝜀𝑖 a residual. 

 

3. Application of the ARMA process (p, q) on the 

studied site.  

 

3.1Dickey-Fuller test 

To check for non-stationarity of recorded data, a general 

function noticed by "adf.test" has been used. The function is 

applied using the package “tseries" of the R software. Among 

tests, one can cite the classical Dickey-Fuller test, the 

augmented Dickey-Fuller test and the Phillips-Perron test. For 

above tests, the null hypothesis is non-stationarity of the time 

series [15]. In this study, the augmented Dickey-Fuller test is 

used to verify non-stationarity of the solar radiation. 

 

3.2 Validation of the ARMA process (p, q)  

 

In the determination p and q orders of the ARMA (p, q) 

process, the autocorrelation and partial autocorrelation 

functions can be used. Through above functions, we can select 

several possible orders p and q. The AIC criterion is used to 

select the optimal order of p and q.  Validation of the process 

includes an examination of the estimated coefficients and by 

analysing the residue, (the estimated residues must follow a 

white noise process). Indeed, analysis of residual is based on 

the autocorrelation, Box, and Pierre tests [12, 19]. This test 

applied to the residual to validate whether residual is "white 

noise" (zero mean, fixe and uncorrelated variance).We use the 

Box.test function of the R software to perform this test. In 

practice, this function gives a p-value for the applied test. The 

null hypothesis H0 of white noise is accepted, when the p-value 

is greater than 5% and is rejected otherwise. 

 

4. Information Criterion 

We study the specific criteria of the stochastic models such the 

Akaike’s AIC (An information criterion) criterion and the 

Bayesian one (BIC) to check for optimum orders of the model. 

Among these criteria, we chose to work with the Akaike criterion. 

Indeed, this criterion of Akaike or AIC is based on researching 

optimum parameters p and q [16]. The best of the ARMA models 

(p, q) is the model that minimizes the statistic determined in 

priori.  

 This criterion AIC is described follow the eq. (2): 
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5. Model Performance Criteria 

In forecasting purposes, several methods are available for 

verifying the performances and the reliability of the used model 

[17, 22, 14]. In this paper, the root mean squared error (RMSE), 

the mean absolute error (MAE), the mean bias error (MBE) and 

the coefficient of determination (R²) are used to evaluate issues 

of the model. 

The mean root error (RMSE) representing the standard deviation 

between predictions and observations is commonly used. The 

RMSE is given by the following equation.  
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The Mean Absolute Error (MAE) measures the difference 

between predictions and observations and is given by eq. (4)                                   
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Mean Bias Error (MBE) is the estimation of algebraic difference 

between forecasted time series and observed one. A positive 

value of MBE means that predicted values overestimates 

expectations, while a negative value characterize an 

underestimation. The MBE value is calculated using the following 

equation. 
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The coefficient of determination (R²) indicates how the 

regression curve adjusts the data or how variation in time of 

forecasts fits observations. R² is calculated using eq. (6) 
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 Results 

6. Autocorrelation partial autocorrelation tests 

Fig.2 and Fig.3 present respectively the plots of the partial 

autocorrelation and autocorrelation functions of the solar 

potential recorded at the Dakar site. This AFC curve shows 

oscillatory behaviour and the deterministic feature of the solar 

potential. Indeed, the bars of the AFC curve go beyond the 

confidence interval, so the data are random. The AFC curve 

maintains periodic (deterministic) behaviour of a time series 

if it exists. In addition, the augmented Dickey-Fuller test has 

been carried out for this purpose through the R software. 

Results show that data are random with a p-value of 0.01 for 

a significant level of 5% (thus greater than 5%). The null 

hypothesis for this test is the non-stationarity of the time 

series.  

 

 
Figure2: Autocorrelation function of the solar potential. 

 

 
Figure3: Partial autocorrelation function of the solar 

potential. 

 

7. Calibration of the ARMA model 

 
To determine the order of the ARMA process, the AIC information 

criterion has been used. According to the test, the retained 

orders are of 29 for p and 0 for q with a variance equal to 1.252. 

Then, we find that an ARMA process (29, 0) fits better the data 

on Dakar site according to the AIC information criterion. 

Residual is of zero mean (white noise) of which statistical 

characteristics are presented in Table1. 

 

8. Noise validation 

  

Statistic characteristic of the noise from the ARMA (29, 0) in the 

calibrating period (October 2016 to September 2017) are 

presented in Table 1. Results show residual is white noise, then 

retained orders can be used to predict the solar potential for 24 

hours forecast horizon on the Dakar site. In addition, the Box-

Pierce test has been applied to the data in order to confirm 

randomness of the residual. Performed test has a P-value of 

about 0.26 at significant level of 5%. Then, the null hypothesis 

of randomness is accepted.  

 

Table1: Statistical characteristic of the residual. 

Site Residual Mean Var P-value 

CIFRES/ESP 𝜀 0 1.252 0.26 

 

Figure4: Autocorrelation function of the residual from 

applied ARMA (29, 0) at the Dakar site. 
 

9. Study of the forecast quality  

 

Table 2 shows performances of the ARMA (29, 0) for 24 hours 

forecast horizon. The Coefficient of Variation between 

observations and forecasts is about 0.963 close to 1. This means 

that the forecasts are well representative of the observations. 

The Mean Bias Error (MBE) used to predict solar potential at 24 

hours time horizon is about 0.012. The positive value of the MBE 

means that the model overestimate solar potential in the study 

area. The Root Mean Squared Error (RMSE) is equal to 0.629, 
accordingly the model is acceptable because of reduce RMSE. In 



A. Mbaye et al, ARMA model for short-term forecasting of solar potential 

 

OAJ Materials and Devices, Vol 4 (1), 1103 (2019) – DOI: 10.23647/ca.md20191103 
                                                                                                 p5               

a same way, the MEA of which value is about 0.528 confirms 

the reliability of the model. Globally, analysis of the 

performances criteria confirms the reliability of the ARMA (29, 

0). Then, the model can be used to predict the solar radiation 

for 24 hours forecast horizon one the Dakar site. 

 

Table 2: Performances of the Prediction Model ARMA (29, 0). 

 

RMSE 

 

MBE 

 

MAE 

 

R² 

 

0.629 

 

0.012 

 

0.528 

 

0.963 

 

 
Figure5: Evolution of measured and predicted data of the 

study area. 

 

Discussion 

 
According to the tests carried out, the selected orders are p = 

29 and q = 0. It is found that an ARMA (29, 0) reproduces the 

data of the Dakar site better according to the Akaike 

information criterion (AIC). The Box-Pierce test was applied 

to check the randomness of the noise. It confirms that the 

noise is white with zero mean, variance of 1.252 and P-value 

of about 26% above the 5% threshold. The model accuracy is 

studied by calculation of the RMSE = 0.629 (root mean 

squared error), the R² = 0.963 (Coefficient of determination), 

the MAE = 0.528 (mean absolute error) and the MBE = 0.012 

(mean bias error). These Performance criteria confirm well the 

reliability of the ARMA (29, 0) in 24 hours ahead forecasting 

of the solar potential of the site of Dakar. 

Other similar work has already been carried out as part of the 

prediction of solar potential [23, 24, 7, 25, 27]. 

In A. Mbaye and al., (2018), discrete Kalman filter model is 

applied at the Dakar site (Senegal); results show very good 

performance (RMSE = 0.048 and R ² = 0.99) for 20 minute 

forecast horizon. 

M. Willy and al., (2018) applied a multi-layer perception (PMC) 

model at the Gandon (Senegal) site. The results also show 

very good performance (RMSE = 0.03 and R ² = 0.99) for 10 

minute forecast horizon. 

In C. Voyant and al., (2013), used an ARMA(1,0) to predict the 

global solar radiation at several Mediterranean sites with the 

best mean annual  of RMSE standardized equal to 19.4% on the 

site of Ajaccio and 16% on Marseille. 

In M. Y. Sulaiman and al., (1997), applied the Box-Jenkins 

approach to daily solar radiation from four different locations in 

Malaysia. They removed the deterministic component using 

Fourier analysis and modelled the stochastic component 

modeled using ARMA model. For this case of study, the residuals 

are better described by ARMA (2, 0). 

In As’ad. Mohamad, (2012) works toward finding the best model 

for predicting peak of electricity demand for up to seven days in 

Australlia considering time series upon one year. Four 

Autoregressive Integrated Moving Average (ARIMA) models 

have been compared for. Results show that, the ARIMA model 

calibrated using the data for December 2010-May 2011 is the 

best (RMSE = 369.678) in comparison to the ARIMA model 

calibrated from September 2010 to May 2011 (RMSE = 

370.735).  

In this paper, we confirm that the ARMA (p, q) model is 

applicable on different spatio-temporal scales. In addition, the 

results almost show statistical similarity between studies. 

Globally, one can retain that the ARMA (p, q) can give very good 

performance and can be applied on various regions with different 

climates around the world. This study can help to improve the 

planning of photovoltaic solar power plants production in the 

Sahelian zone and in the sub region. 

 

Conclusion  

 
This study focuses on short-term solar potential prediction on a 

horizontal surface at Dakar. An ARMA (p, q) model was applied 

to the data measured on Dakar (Senegal) site for 24 hours 

forecast horizon solar potential prediction purpose. ARMA model 

is performed on the basis on finding optimum parameters p and 

q that better fit data (sunshine). Non-stationarity of the time 

series is first checked applying the Dickey-Fuller test. It shows 

that data are random with a p-value of about 0.01% for 

significance level of 5%. The Akaike information criterion was 

used to determine the orders of the ARMA process. Retained 

parameters are p=29 and q=0.The Box-Pierce test was used to 

test the residual. It found that residual series are white noise for 

significance level of 5% with zero mean, variance of 1.252 and 

a p-value of 26%. Verification of the model is done by analyzing 

some statistical performance criteria such the RMSE = 0.629 

(root mean squared error), the R ² = 0.963 (Coefficient of 

determination), the MAE = 0.528 (mean absolut error) and the 

MBE = 0.012 (mean bias error). Statistics criteria show that the 

ARMA (29, 0) is reliable. This model can be used as a decision 

support tool for planning and managing photovoltaic solar power 

plants in Senegal and surrounding. We projected to apply same 

ARMA model in other tropical and intertropical areas in 

comparison purpose.  
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