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Abstract

Requirement prioritization in Software Engineering is the activity that helps to select and or-
der for the requirements to be implemented in each software development process iteration. Thus,
requirement prioritization assists the decision-making process during iteration management. This
work presents a method for requirement prioritization that considers many experts” opinions on
multiple decision criteria provided using fuzzy linguistic labels, a tool that allows capturing the
imprecision of each experts’ judgment. These opinions are then aggregated using the fuzzy ag-
gregation operator MLIOWA considering different weights for each expert. Then, an order for the
requirements is given considering the aggregated opinions and different weights for each evaluated
dimension or criteria. The method proposed in this work has been implemented and demonstrated
using a synthetic dataset. A statistical evaluation of the results obtained using different t-norms was
also carried out.
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1 Introduction

According to IEEE Software Engineering Vocabulary [1], Software Engineering (SE) is the application
of a systematic, disciplined, quantifiable approach to the development, operation, and maintenance
of software; that is, the application of engineering to software. Software is produced through a devel-
opment process that aims to meet the needs of its users. Such process is one of SE’s main objects of
study, for which several process models or lifecycles have been proposed, some of them more linear
from the construction point of view, while others are iterative in nature [2]. In the latter, software
construction occurs simultaneously with other activities such as design and planning.

Many iterative methodologies, such as Unified Process’, Scrum or Feature Driven Development
- FDD, propose to make a prioritization of the requirements. This task aims to achieve an ordering
over the requirements according to their priority level. This prioritization helps when choosing what
requirements will be implemented in each iteration, and it is useful to make decisions during iteration
management.
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The criteria taken into consideration in requirement prioritization usually varies between method-
ologies. For instance, in Scrum the prioritization is realized by the Product Owner by means of Prod-
uct Backlog ordering [3]. Although no attribute is specified in Scrum Guide, it is expected that the
ordering is performed exclusively by value (i.e., the value or importance that the correspondent func-
tionality can bring to the client), since the Product Owner represents the client in the Development
Team. In others like the Rational Unified Process (RUP), both technical risk and business value are
taken into account [4].

However, in practice, other criteria are taken into consideration when planning an iteration. Be-
sides business value and technical risk, reusability may be of particular interest as it allows effort to be
saved for future functionalities. Another criterion usually considered is the requirements’ capacity to
be postponed if delays occurs in other tasks (a practice known as slack in Extreme Programming [5]).
It seems reasonable then to introduce all attributes that may be relevant to sort the requirements.

Nevertheless, as the number of attributes considered in the process increases, comparisons be-
come not only less significant, but also more difficult to perform. This phenomenon is produced by
the curse of dimensionality [6], that is, more attributes introduce the impossibility of a-priori compar-
ing requirements that are non-dominated (without using further preference information).

On the other hand, multiple decision makers are usually involved in the prioritization process. In
OpenUP (Open Unified Process), for instance, it is recommended that the whole team participate in
the Iteration Planning [7]. Again, in Scrum, Sprint Planning is a ceremony in which the entire team
participate and may also invite other people to attend in order to provide advice [3].

Ultimately, the iteration planning is based on the expert judgement of the development team
through an unstructured decision process where discussion and consensus among its members are
key components. Therefore, such a process has artisanal and heuristic characteristics that are far from
the systematic, disciplined and quantifiable approach that defines SE. For all this, it can be concluded
that the prioritization process is typically multi-criteria and multi-person [8].

Furthermore, an additional aspect that characterizes the prioritization process is that the valua-
tions assigned to each requirement’s attributes suffer from the cone of uncertainty’s effects [9]. That
is, such valuations are only estimates of the real values of the attributes, which will become more
certain as time passes. This uncertainty comes from various sources and can take different forms,
such as nonspecificity (several alternatives on which it has not yet been decided, for example, scope
or design), imprecision (lack of definite or sharp distinctions between categories, for example, when
estimating a feature’s complexity as Low or Moderate), strife (conflicting evidence or judgements,
for instance, from multiple experts), among others [10]. In this sense, the use of estimates in the
form of numbers or classic qualitative ordinal scales constitutes a methodologically questionable ap-
proach, since it implicitly assumes that such attributes are known with certainty. Moreover, the use of
probability theory can also be questioned, as only can cope with only one dimension of uncertainty
(conflict) [11]. Consequently, it is necessary to make use of a framework that takes into consideration
the multiple dimensions of uncertainty present in the requirement prioritization process.

Fuzzy Logic [12] offers a theoretical framework that allows to capture the imprecision of expert
judgements through the use of linguistic labels, which represent fuzzy sets or numbers. These labels
can be ordered by a nonreciprocal fuzzy preference relation [13], where a label s; is preferable to
another s; to a certain degree that varies between 0 (s; is not preferable at all to s;) and 1 (s; is at
least as preferable as s;), admitting intermediate values. These labels can be used as values of the
different attributes of the requirements and obtain orders from them. Fuzzy Logic also offers tools
for decision-making in contexts with multiple objectives and multiple decision makers [10], so it is
judged as a highly valuable tool in solving problems such as requirement prioritization.

This work extends the proposal made in [14] and [15] and is structured as follows. Section 2
presents the proposed method for approaching the prioritization process. Therein, subsection 2.1
introduces the Fuzzy Linguistic Labels, 2.2 describes the relevant aggregation operators used, and
2.3 specifies the prioritization algorithm that produces the requirements ordering from the imprecise
evaluations of multiple experts across multiple dimensions or attributes. Section 3 presents the case
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of study used to test the approach and an experimental study about the impact of changing the t-norm
in the prioritization process. Section 4 contrasts this proposal with related works. Finally, section 5
collects the most relevant conclusions and identifies improvements that will be addressed in future
work.

2 Proposed method

2.1 Fuzzy linguistic labels

This article presents a method that uses only ordinal information through a tuple of linguistic labels
sorted by their index.

Let S be a finite and totally ordered set of labels used to indicate preferences with odd cardinality,
where Vs;,s; € S,s; > s; - i > j. The semantic of each linguistic term s; is given by the ordered
structure. For example, S* = (Low, Middle, High).

Among the benefits associated with this ordinal fuzzy linguistic approach, two of them are pri-
mal. First, its simplicity, since this technique works directly taking into consideration the order of the
labels in S. Secondly, the fact that linguistic assessments are approximations that are handled when
it is impossible or unnecessary to obtain more accurate values [16]. Thus, the experts can provide
evaluations for each requirement on each dimension of interest using this tool without focusing in
selecting a numeric value, resulting in an intuitive and effortless task.

Given FE, a set of experts, P, a set of requirements to be prioritized, and D, a set of dimensions
or objectives to be evaluated by the experts, the method must be provided with | E| matrices OF*IP,
where each o4 (I, m) € S represents the opinion of expert e, € E on how well the requirement p; € P
meets the dimension (criterion) d,, € D.

Additionally, each expert e € E can be linked to an importance degree using also the ordinal
scale S so their opinion will be ponderated accordingly. The same can be done with the evaluated
dimensions, so each dimension d € D weighs differently in the prioritization process.

2.2 Aggregation

In order to aggregate the | E| aforementioned experts’ opinions, an Induced Ordered Weighted Aver-
aging Operators (IOWA) is used to generate a single general matrix with the combined opinions of all
the experts. More specifically, in this work we use the majority guided linguistic IOWA (MLIOWA)
operator proposed in [16] because it solves common problems related to the semantic of aggregated
linguistic values, and it is a majority guided operator, so the weights used in the aggregation process
are induced considering the majority of values in the expert importance degree vector, allowing the
multiple experts’ evaluations to be aggregated in a single one for each requirement in each dimension.
Nonetheless, it is important to note that any other IOWA operator with similar characteristics can be
used, for instance, based on another aggregation criterion than that of the majority.

First, let Neg, Max and Min be a unary operator and two binary operators respectively, defined

on a linguistic set S = {s1,52,..., 5|5/} as presented in Equations 1 to 3.
Neg(si) = 8|5-i+1 (1)
Mazx(si,85) = Smaw(i,j) (2)
Min(si,55) = Smin(i,j) (3)

ParadigmPlus (2022) 3:1



4 Giovanni Daidn Rottoli and Carlos Casanova

The MLIOWA operator is a function c,oé (8 x 8)IFl - S, defined as follows, where I is the vector
of importance related to the experts, and @ is a linguistic fuzzy quantifier representing the concept
of majority in the aggregation presented in Equation 4.

06 ((I1,p1), - (Lig piE)) = Sk (4)
with s, € S and k as presented in Equation 5.
|E|

k = round() ] w; - ind(py())) (5)

i=1

such as:
1° ind: S - {1,...,|S|} such that ind(s;) =4
2° o:{1,...,]S]} = {1,...,]S]} is a permutation such that u, (1) > Ug(;), Vi =1,...,|E| - 1.

3° the order inducing values u; are calculated using the importance degrees I; as shown in Equa-
tions 6 and 7.

~_ sup; +ind(l;)

| 6
2 (6)

_ lf:l | [ iffind(L;) —ind(1;)] < a € {1, ..., [S[} (7)
sup; = P2 Supij|supi; = 0 otherwise

4° and, lastly, the weighting vector w calculated using the order inducing values as shown in Equa-

tion 8.
U
o)
o \TE) )

K3 ua ]
o)

For further information about the MLIOWA operator, see the original publication [16].

2.3 Prioritization algorithm

In a previous work, an algorithm for multi-criteria requirement prioritization was presented [14]. In
this work, a variation of that work that uses only linguistic labels and includes multiple expert opinion
is shown.

Given a set of linguistic labels 5, a set of experts E, a set of requirements to be prioritized P, a
set of dimensions or criteria D, |E| matrices O/FXIP, just as was defined in Section 2.1, and also given
an expert importance degree vector I € SIP| and a criteria weight vector p € SIPI, the steps of the
algorithm are the following:

First, the experts’ opinions must be aggregated using the MLIOWA operator as stated in Section
2.2 using as input the | E| matrices O; and the experts importance degree vector I, producing a matrix
MPHIPl with the aggregated experts’, where each m;; € S represents the aggregated opinion of the
set of experts about requirement p; € P in relation to the dimension d; € D.

The next step is to build a comparison matrix for each dimension using as input the matrix M.
For a specific dimension d; € D, the comparison matrix C% represents the fuzzy preference relation
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Ry, c PxP, where up 4y defined as shown in Equation 9, is the degree to which the requirement
p; € P is at least as good as pj, € P according to the criterion d;.

1 if ind(mj;) > ind(mp;)
if ind(ms;) < ind(my;) - B

d.;
Cii = 1Rrq, (PisPr) = 9

lind(m;) — ind(mu;)|
- B+1
with € N,0 < 8 < |S|. Given a dimension j, when ind(m;;) > ind(my;), i.e., when p;’s label is at a
position greater or equal to the position of pj’s label, then p; is at least as preferable to p;, in maximum
degree regarding dimension j (e.g., at S*, Middle is at least as good as Low at grade 1). Further, when
ind(m;;) < ind(my;) - B, i.e.,, when the label of p; is at more than /5 positions of py, then p; is not at all
preferable to py, (e.g., at S*, with 3 = 1, Low is at least as preferable as High at grade 0). Lastly, when the
position of p;’s label is at 3 or fewer positions than the position of p,’s label, then it is still possible that
p; is preferable to py, but in a lesser degree, proportional to the distance between positions (e.g., at S*,
with 8 =1, Low is as preferable as Middle at grade 0.5). Such possibility exists due to the imprecision
in the experts’ evaluations. Hence, [ is a parameter that reflects the overlapping between the fuzzy
linguistic labels and depends on the characteristics of the addressed problem.

Then, these preference relations represented by each comparison matrix need to be weighted con-
sidering the criteria weight vector to obtain the pondered preference relations. To do this, an implica-
tion approach similar to the one presented by [17] can be used according to Equation 10, where ~ is
the fuzzy implication symbol and 1 is the fuzzy T-conorm used to define it. This would be the fuzzy
version of the logical equivalence p - g=-p vy

otherwise

. ind(p;)
M;@]dj (pisPe) = P~ 1Ry, (Pispe) = L(1 - 9] : s 1Rg, (Pis Pr)) (10)
Then, the global fuzzy preference relation R, is the intersection
Dl
Ry = RZ]-
a=
using the classic T-norm Min as shown in Equation 11.
= Tmin{u® (p;
g, (PirPk) = T}l?;}},{”Rdj (pispr)} (11)

The global fuzzy preference relation is used then to build a new relation: the strict global fuzzy
preference relation R,. The complement of 1r, (p;, pr) (equation 12) represents the degree to which
p; does not dominate pj, and can be used to calculate the degree to which an alternative py, is not
strictly dominated by any other alternative. This last fuzzy set is called fuzzy non-dominance set and
is calculated as shown in Equation 13 [13].

pr, (Pi;pr) = max{ur, (pi, o) — pir, (P, i), 0} (12)

#Ryp (Pr) = mindl = g, (pi, pr)} = 1= max{ur, (pi; i)} (13)

The best alternative p™ ” € A is the requirement with the highest membership degree to the fuzzy
non-dominance set Ry p. Also, when this value is equal to 1, the decision is said to be non-dominated
and non-fuzzy.

Borzecka [ 18] proposes using the non-dominance fuzzy set to make the prioritization, but this may
not be appropriate if there are alternatives that are not strictly dominated by others. For example, if
there are 3 alternatives a, b and ¢, such that a dominates b, b dominates c and, transitively, a dominates
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¢, b and ¢ would have their membership degree equal to 0 making them equally preferable according
to [18], which is not true.

In order to solve this problem, the most preferable solutions p™” can be removed from the set, then
the membership function of the remaining alternatives to the strict global fuzzy preference relation
can be calculated again and finally their non-dominance degree. This procedure is repeated until
there is no alternative left to be prioritized.

This method fits problems with either small or large numbers of requirements because it is possi-
ble to compose a single global fuzzy relation from an arbitrary number of dimensions. For this, fuzzy
preference relations are used to evaluate multiple criteria with different degrees of importance in or-
der to classify the alternatives considering the stakeholders” opinions, weighted by their relevance.
Then, a decreasing order of the solutions is obtained taking into consideration all the aforementioned
aspects.

The structure of the algorithm is described in Algorithm 1.

Algorithm 1 Proposed prioritization algorithm

Require: S > Linquistic label set
Require: P > Requirement set
Require: D > Dimensions
Require: E > Experts
Require: |E| x M; e SIP1IPI > Experts’ opinion matrices
Require: [ ¢ S!¥I > Experts” importance degree vector
Require: p ¢ Sl > Dimensions” importance degreee vector

Ensure: Partial order of requirements
1: M = Aggregate experts’ matrices using MLIOWA operator
2: Y9 = Initialize the global fuzzy preference relation matrix
3: for d; € D do

4: C% = Build comparison matrix according to d; using M
5: C% = Ponderate dimension using p; through the fuzzy implication formula
6: for ik ={1,...IP[} do
7: ¢l = Tmin (MY, cf,j)
8: end for
9: end for
10: order =[]
11: while P # @ do
12: C*? = Build strict comparison matrix using C?
13: ND = Build the non-dominance vector using C'*
14:  p™P = Get the requirements with the highest non-dominance value
15: position = |order| + 1
16: Orde""position = pND
172 Remove the requirements p’'? from P and from C?

18: end while
19: return Order

3 Case study

In order to illustrate how the proposed method works, a proof of concept using a generated dataset
is shown below as a weak form of validation [19]. The dataset consists of five experts’ opinions
about 10 requirements related to a Content Management System (CMS) (see Table 1) evaluated on
3 different dimensions: Complexity degree of implementing the requirement, Degree of Reusability
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Table 1: Requirement set used in the proof of concept.

S

Requirement description

Customize the User Interface.

Add Content Editor and content approver role.
Provide a portal to the Content provider with options.
Email notifications to be sent to content provider.
Conversion of the content to Digital format.
Quality check of the content.

Check Content format.

Apply security over the content.

Create package.

Create poster for advertisements.

O XTI UI k= WN-

—_
o

of the implementation and Importance to Costumer. This set of dimensions gives better results in the
requirement prioritization process according to [20].

The requirement set, the dimensions and the first expert evaluations were obtained from [14, 20]
(see Table 2). The rest of the opinions were generated arbitrarily. An implementation of this method
and the data used for this experiment are publicly available, and the link to the repository can be
found in the Availability of Data and Material section of this article.

Firstly, in all the cases the fuzzy linguistic label set that was used is S, described below. In this
case, the label “VL” means Very Low, “L” means Low, “M” means Medium, “H” stands for High and
lastly “VH” stands for Very High. However, it is important to note that the semantic of each label is
given by its position in the tuple, as was mentioned in Section 2.1.

S — (31 . ”VL”, S9 ”L”7 S3 . ”M”, Sq: //H/I7 S5 . //VH//)

Additionally, the expert importance degree vector I and the criteria weight vector p used were the
ones described below:

I :(7:1 : //MII77:2 : //VI_I/I7 Z‘S . IIM/I’ Z‘4 . IIM/” 7:5 . IIM//)
p =(Complexity : “VH”,Reusability : “M”, Importance : “M")

Using the aforementioned input, the first step of the algorithm aims to aggregate the experts’
opinions into a single general matrix. To do this, the MLIOWA operator is used. Hereunder, the

Table 2: Example of one of the experts’ opinions matrices used in the proof of concept.

Requirement Complexity Reusability Importance

1 M L H
2 M VH VH
3 VH M H
4 VL VL VL
5 M H H
6 VH VH H
7 L L

8 VL M VL
9 VL L L
10 L VL VH
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8 Giovanni Daidn Rottoli and Carlos Casanova

calculations for the element m;; are presented as an example, corresponding to the requirement 1
and the criterion “Complexity”, being the experts’ opinions for this pair the following:

(61 . ”M”7 e . “M”7 es: /I"L’I/7 e4 . “H”, es . //MII)

The support sup; for each expert importance degree was calculated according to equation 7, con-
sidering o = 1, getting the vector sup = (4,1,4,4,4) as result. The first element of the vector was
calculated with Equation 14, and the rest of the elements were calculated equally.

5
supy =Yy supj=1+0+1+1+1=4 (14)
j=1

The next step aims to get the order inducing value vector u, calculated with Equation 15 according
to Equation 6.

4+3 1+54+3 4+3 4+3
u= , , , , =(3.5,3,3.5,3.5,3.5) (15)
2 2 2 2 2

The vector u induces the order shown in Table 3 and allows to get the weights to weigh the ex-
perts’ opinions using Equation 8. In this case, the fuzzy quantifier “most of”, Q, was defined by the
parameters (0.3, 0.8). These weights can be seen in the same table mentioned above.

Table 3: Induced order and weights

Expert u g wy
el 35 08 021
€3 35 08 021
€4 35 08 021
€s 35 08 021
€2 3 0.6 015

Gk W N R[Q

Lastly, the experts” were aggregated according to the induced order using the weights calculated
before, using Equation 16.

5
k =round()_ w; - ind(ps,)) (16)

i=1

k =round(0.21 - ind(H) + 0.21 - ind(M) + 0.21 - ind(M) + 0.21 - ind(L) + 0.15 - ind(M)) =
=round(0.21- (4+3+3+2)+0.15-3) =round(2.97) = 3

Then, the aggregated value for the requirement 1 evaluated on the criterion “Complexity” is s3 :
“M”. The whole aggregated matrix is shown in Table 4.

After aggregating the experts’ opinions, the comparison matrices for each dimension were calcu-
lated using Equation 9 (with 5 = 1)and then weighed using the Equation 10 with the vector p. Then,
the global fuzzy preference relation was determined as the intersection of the three aforementioned
comparison matrices. The result of this process can be seen as follows.
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Table 4: Result of aggregating the five opinion’s matrices using the MLIOWA operator

Requirement Complexity Reusability Importance

1 M L H
2 M VH VH
3 H M H
4 VL VL VL
5 M H H
6 VH VH H
7 L L L
8 VL M VL
9 VL L L
10 L VL VH

1 4 51 4 0 1 5 1 5

11 5 1 1 0 1 1 1 1

1 4 1 1 5 4 1 1 1 5

0O 0 01 0 O 5 4 b5 4

Complexi Reusabili Importance 1 5 5 1 1 0 1 1 1 5
C7 = 0rmPEn g YnCi s 1111 11 105
4 4 0 1 4 0 1 5 1 4

0O 0 0 1 0 0 5 1 5 4

O 0 010 O BH5 H 1 4

5 4 0 1 4 0 5 4 5 1

Lastly, the strict comparison matrix was computed, and then the partial order was generated by
iteratively calculating the non-dominance vector and selecting those requirements with the biggest
non-dominance membership value. The non-dominance vector calculated in each iteration as well as
the non-dominated requirements are shown in Table 5. The resulting order, then, is the one shown in
the "Selected" column, being the ones in the first row more preferable than the one in the second row
and so on. If there are two or more requirements in a row, that means those requirements are equally
preferable.

Table 5: Algorithm iterations for requirements prioritization. An — shows the requirements that
were selected previously.

Requirements

i Order | 1 2 3 4 5 6 7 8 9 10 | Selected
1 1 00 05 04 00 00 10 00 00 00 04 6

2 2 04 10 09 00 05 - 00 00 00 04 2

3 3 04 - 10 00 10 - 00 00 00 05 3,5

4 5 1.0 - - 00 - - 04 05 00 10 1,10

5 7 - - - 04 - - 10 10 05 - ,8

6 9 - - - 05 - - - - 10 - 9

7 10 - - - 10 - - - - - - 4

The results are consistent with the results obtained in [14]: when a single expert is provided, the
two methods are equivalent.
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3.1 T-norm comparison

As mentioned in [15], the prioritization method proposed in this work uses the T-norm min to inter-
sect the comparison matrices calculated for each evaluated dimension (Algorithm 1, step 7). Nonethe-
less, any other T-norm can be used.

In order to understand if the selection of the t-norm used in this step produces a relevant impact
in the result of the prioritization process, three different t-norms were compared by using random
data matrices following the procedure specified in Algorithm 2.

This procedure uses input matrices generated randomly by taking values from the aforementioned
vector S of linguistic labels. The number of requirements was constant and equal to 100 and the
number of dimensions varied from 3 to 9, in order to understand whether the behavior associated with
each T-norm depends on this parameter. With each configuration 500 comparisons were performed.

It is also important to note that this randomly generated matrices simulate an aggregated matrix
or the input matrix provided by just one expert, due to the lack of impact of this parameter in the
objective of study. For the same reason, the dimensions were considered to have the same importance
degree, so the weighting process was not performed.

On the other hand, the t-norms considered in this work were the t-norm Min (T, ), also called
the Godel t-norm, for being the de-facto standard in the literature, the t-norm Product (Tproq) for

Algorithm 2 Procedure for T-norms comparison

Require: iterations € N > Number of iterations
Require: nRegs € N > Number of requirements
Require: nDims e N > Number of dimensions
Require: Tnorms > T-norms to be evaluated

1: TotalitySet = &
2: Distances = @
3: forie (1,2,...,iterations) do

4 D = RandomM atrix(nReqs,nDims)

5: Order =@

6: for 7; € Tnorms do

7 Order(i,T;) = Prioritize(D,T;)

8 TotalitySet(i,T;) = EvaluateT otality(D)

9: end for
10: for (7, Tx) € Tnorms x Tnorms do
11: Distances(Tj, Tk, 1) = EvaluateDistance(Order(i,T;), Order (i, Tx)
12: end for
13: end for

14: return TotalitySet, Distances
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allowing the variables to interact with each other, and the Fukasiewicz T-norm (T, ), for differ in the
way the variables interact by using a summative formula. These t-norms are calculated respectively
as shown in Equations 17, 18 and 19.

Tamin(a,b) =min(a,b) (17)
TProd(aab) =a-b (18>
Truk(a,b) =max(0,a+b-1) (19)

The procedure begins by generating in each iteration a random matrix of expert’s opinions using
the parameters mentioned before. Then, for each t-norm the prioritization process was carried on as
specified in the previous sections. Then, the totality degree of each generated order was calculated.
This metric aims to get the degree to which an order is closer to be total as the ratio between the length
of the longest chain (totally ordered set) that is subset of the evaluated order, and the length of its
lineal extension, which is the same as the number of requirements.

Then, for each pair of t-norms, a distance was calculated between the orders generated by each
one of them for a specific input matrix. This metric aims to find the average difference between the
position of the requirements in both orders through the function shown in Equation 20, where R is

the set of requirements, and Pos(z, O) is a function that returns the position of the requirement z in
the order O.

Y. |Pos(z,05,) — Pos(z,0x,)|
Distance(O+,,01,) = vt I (20)

As a result of the whole procedure, a set of totality values for each t-norm and a set of distance
values between each pair of t-norms paired by input matrix was obtained. The distribution of these
values can be seen in Figure 1.

Using the Wilcoxon signed-rank test [21], the non-parametric version of the paired t-test, it was
tested if there are significative differences between the distribution of the totality variable for each
considered t-norm. The results can be seen in Table 6.

According to the results, there is 88.30% of probability for the totality variable to be higher if the
Product t-norm is used instead of the Min t-norm, 97.02% of probability to be higher if the Product
t-norm is used instead of the Lukasiewicz t-norm, and a 87.75% to be higher if the Min t-norm is used
instead of the Lukasiewicz t-norm, according to the common language effect size measure (CLES)
[22] and the Rank-biserial correlation measure [23], as can be seen in the aforementioned table.

On the other hand, as can be seen in Figure 1, the totality degree decreases with the number
of dimensions, specially using the min and the Fukasiewicz t-norm. With the product t-norm, the
totality value increases with low dimensionality but decreases after 5 dimensions. This behavior

Table 6: Wilcoxon signed-rank test results

Hypothesis Wilcoxon Statistic P-value RBC CLES
Hy : Totality(Prod) < Totality(Min)

Ha : Totality(Prod) > Totality(Min) 2871928.0 0.0 0.999992 0.883074
Hy : Totality(Prod) < Totality(Luk)

H , : Totality(Prod) > Totality(Luk) 2881200.0 0.0 1.0 0.970211
Hy : Totality(Min) < Totality(Luk) 2875044.0 00 0997276 0877522

H, : Totality(Min) > Totality(Luk)
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Figure 1: Metrics evaluated in the t-norm comparison. 500 iterations with 100 requirements.

could be produced due to the curse of dimensionality. If the number of dimensions is low, the extra
dimensions could help the method to break ties, but if more dimensions are considered, the method
could have problems in the comparison process. This hypothesis will be tested in future works.

Furthermore, the distance between paired solutions consistently increases for the pairs Lukasiewicz
and min, and Fukasiewicz and product. Thus, we could expect solutions to be different if Lukasiewicz
t-norm is used instead of any of the others. For the pair product t-norm and min t-norm, the solu-
tions are more similar for higher dimensionality, having small totality degree. This also can be seen
in Figure 2, which shows how the probability of the totality value for the product t-norm to be higher
than the value for the min t-norm decreases with the number of dimensions, so the orders tends to
be more similar to each other, which also can be seen in the Figure 1. Additionally, the dispersion of
the distance variable for this pair also increases, which does not occur for the other two pairs.

In consequence, we can expect the orders obtained using the product t-norm to be more total than
the ones obtained with the min and the Lukasiewicz t-norms. In addition, the higher the dimen-
sionality, the more partial these orders are. Also, by using the Lukasiewicz t-norm we cannot ensure
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Figure 2: CLES value obtained through Wilcoxon signed-rank test for each dimension.

results similar to the ones obtained using the min or the product t-norm, but these last two t-norms
tends to produce more similar results instead.

These results can be used to choose the more appropriate T-norm according to both the character-
istics of the problem and the characteristics of the decision-maker. More total orders, obtained using
the product t-norm, may be preferred to the partial ones, for example, when trade-offs between ob-
jectives are allowed, while the opposite may be preferable when the decision-maker wants to break
the ties according to their personal experience, specially when the number of criteria is low. This can
be achieved, for example, by using the min t-norm.

Table 7, for example, shows different orders for the requirements used in the case study presented
in Section 3, each of which was obtained using a different T-norm and considering all the evaluated
dimensions of equal importance degree. It can be noted that the T-norm min produced an order that
is more partial than the one obtained using the product t-norm, being both orders consistent with
each other.

Differences arise in pairs of requirements p; and p;, and p7 and ps. In the last case, using the min
t-norm, pr and pg are equally preferable (i.e., neither dominates the other), whereas with product
and Lukasiewicz t-norms, p; has priority over ps. This is because product and Lukasiewicz t-norms
allow some interactivity between the criteria. Particularly in this case, p7 is slightly superior to pg in
Complexity (c“omPlezity(p, pg) = 1, cComPlerity (pe p2) = 0.5) and Importance (c/mPortance(p, pg) =
1, ¢fmportance(pe p2) = 0.5), while pg is slightly superior in Reusability (cReusability(p, ne) = 0.5,
cReusability (pe p2) = 1). Aggregating the criteria using the min t-norm, ¢?(p7, ps) = min(1,0.5,1) = 0.5
and ¢9(ps, p7) = min(0.5,1,0.5) = 0.5, thus the strict relation values are ¢ (p7,ps) = ¢ (ps, p7) = 0, i.e.,
p7 and pg do not dominate each other. However, it could be considered that, since pr is slightly su-

Table 7: Different orders for the requirement set used in the case study depending on the t-norm
used in the prioritization process, considering the evaluated criteria to be equally important.

Position
T-norm 1 2 3 4 5 6 7 8 9 10 Totality
Min 6 2 35 - 1,10 - 7,8 - 9 14 0.7
Product 6 2 3,5 - 1 10 7 89 - 4 0.8
Lukasiewicz 6 2 3,5 - 1 10 7 89 - 4 0.8
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perior to pg in two of the three criteria, the former should have priority over the latter. This type of
compensation can be taken into account if, for instance, the product t-norm is used. In such a case,
aggregating the criteria yields ¢?(p7,ps) = 1-0.5-1 = 0.5 and ¢?(ps,p7) = 0.5-1-0.5 = 0.25, and
thus ¢”(pr7,ps) = 0.25 and ¢®(ps,pr) = 0, i.e. pr is preferable to ps. Similar results can be achieved
with Lukasiewicz’s t-norm. A similar analysis can be done for requirements p; and p1o (p; is slightly
superior in Complexity and Reusability, while p; is slightly superior in Importance).

Lastly, all the tests performed in these evaluations are available in the Availability of Data and
Material section.

4 Related work

According to Bukhsh et al [24], only a few articles uses fuzzy logic for requirement prioritization in
software engineering. These studies differ from our proposal as describe hereunder.

Lima et al [25] suggested a framework that uses fuzzy linguistic terms parameterized using fuzzy
numbers. In contrast, our methods do not need to use fuzzy numbers due to the fact that the semantics
of each label is associated to its order in the fuzzy linguistic label set. Additionally, our method allows
integrating multiples decision makers or experts, which is not considered in the previously mentioned
proposal. This also occurs in [26]. The authors designed a method for requirement prioritization easy
to use and implement but do not consider multiple experts’.

On the other hand, Achimugu et al [27] considers the opinion of multiple stakeholders parame-
terized with triangular fuzzy numbers as in [25] but do not consider multiple objectives or criteria as
our method does.

Then, Franceschini et al [28] proposes a method for fusing multiples orders of priority, given by
multiple experts with different degrees of importance. This method allows the stakeholders not to
include into their order all the requirements, which is a tremendous advantage if the experts do not
have the same degree of expertise on the different evaluated criteria. However, this method uses as
input an order of requirements per expert, which is not the case of our algorithm that uses the experts’
opinions about the requirements instead.

Moreover, search-based approaches, like presented by Tonella et al [29], propose to perform a pri-
oritization incorporating order constraints, for instance, of technical precedence or business priority
nature. However, the resolution method, based on an interactive genetic algorithm, does not help in
the initial definition of such constraints, and our method could be used to that effect. Furthermore,
the proposal of [29] is based in the interaction with a single decision maker, while our method allows
incorporating the opinion of multiple decision makers or experts.

Finally, the problem of grouping requirements and assigning them to software iterations or re-
leases can be viewed as a prioritization. This problem has been formulated as an optimization prob-
lem and is known as the Next Release Problem (NRP) or Release Planning (RP). There are many
variants, both mono [30] and multi-objective [31]. However, as in the approach mentioned in the
previous paragraph, information about the priority or value of requirements is often used as a mea-
sure of merit or quality to guide the search. Similarly, the results of our approach can be used as
parameters for the NRP and RP problems.

To sum up, the algorithm proposed in this article allows the user to generate a partial order of a
set of requirement based on multiple experts” opinions with different importance degrees on multiple
criteria, that also are weighed. Moreover, the proposed method takes as input fuzzy evaluations using
fuzzy linguistic labels, which allows the experts to provide their opinions in a more familiar way. The
semantics of the linguistic labels is given by their position in the ordered fuzzy linguistic label set, so
they do not depend on the definition of fuzzy numbers.

The method is easy to implement and use. This can be seen in the implementation annexed to this
article, making it highly applicable in the industry, which is a common limitation remarked in [24].
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5 Conclusion

This work presents a method for requirement prioritization that uses the opinions of many experts
on many decision criteria, expressed using fuzzy linguistic labels. The opinions are aggregated using
a majority guided linguistic IOWA considering weights for each expert, and then, the requirements
are compared based on the aggregated experts” opinions on the evaluated dimensions, which are
also weighed by their importance. Moreover, the weights linked to the criteria and to the experts are
expressed using also fuzzy linguistic labels.

The proposed method was demonstrated using a case of study that works as a initial form of
validation. The algorithm was implemented in such a way that the user only has to provide the
opinions and basic configurations to use it. This is a very desirable property. In future works, an
empirical study has to be performed to complement the one presented in these pages, in order to
understand how the proposal works in a real context with real users.

In contrast to previous works, this article also presents an initial comparison of the different T-
norms that can be used in the process, particularly in the intersection of each evaluated dimension.
This study shows significant differences in the degree to which an order is more linear depending
on the t-norm that was used to obtain it. Nonetheless, the study was performed without considering
different importance degree for each dimension. Because of the use of a t-conorm in the weighting
process that usually is associated with a t-norm, the results may vary if this extra factor is considered.
This consideration remains for future works, as well as using different metrics to evaluate the obtained
orders.

Finally, other improvements to be made in the future includes allowing the experts not to give
an opinion for all the evaluated dimensions, considering consensus metrics in the prioritization pro-
cess, using and comparing other IOWA operators, and using a different linguistic label set for each
dimension.
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